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A universal cyclic division circuit

by ANDREW W. MAHOLICK and RICHARD B. FREEMAN

IBM Corporation
Research Triangle Park, North Carolina

INTRODUCTION

Recent innovations in circuit technology have allowed
design alternatives that previously would have been
economically unsound. LSI technology permits the use
of generalized systems containing more logic than the
specialized systems used in the past, implemented in
unit logie, and at even lower cost. Five years ago an
engineer would not have even considered using a cyelic
redundancy checking circuit in the manner described
here.

Cyclic Redundancy Checking (CRC) is a relatively
old technique for use in error detection. W. W. Peterson
and D. T. Brown! wrote a fundamental paper pointing
out the great potentialities for eyclic codes in error
detection and the requirements for implementing such
error detection systems. The specialized serial case,
i.e., with one input channel and one output channel,
has been extensively studied and is contained in the
Peterson? text. Many related papers, including pioneer-
ing efforts on this subject, are contained in a book
edited by Kautz.? Hsiao and Sih,* Hsiao,® and Patel®
have concentrated on the generalized case of CRC cir-
cuits with parallel multiple-channel inputs and outputs.

The above articles emphasize the use of fixed wiring
patterns to implement the error-detection capabilities
of cyclic redundancy codes. The hardware would re-
quire a complete rewiring to change the polynomial for
the cyclic redundaney check. This, in turn, would
mean that the circuitry itself would have a limited
usefulness because only one type of polynomial could
be used within a system at any one time.

Conventional CRC circuits for a given polynomial
and data character size consist of a serial-by-bit shift
register with EXCLUSIVE OR feedback circuits in
those bit positions which represent a term in the CRC
polynomial. Figure 1 shows an implementation for the
polynomial, x%+z%+x2+41. In- a digital data com-
munication system, this bit-synchronous scheme must
usually be duplicated for each communication line. In

communication line multiplexers the logic is sometimes
shared, but it is limited to those communication lines
using the same CRC checking polynomial.

We shall deseribe a generalized method for updating
cyelic redundaney checking logic at the character level
which is capable of operating upon any data character
size in conjunction with any checking polynomial of a
given length.

RECEIVED OR TRANSMITTED CHARACTER BITS
TO BE INCLUDED.IN CRC ACCUMULATION

N
-
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®
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FIGURE ) = SIMPLIFIED SERIAL IMPLEMENTATION OF THE POLYNOMIAL, X' + X' 4 x2 1 |

Figure 1—Simplified serial implementation of the polynomial
XXG+X15+X2+ 1

We shall describe the device from the point of view
of its application in a digital data communication line
multiplexer where a variety of CRC polynomials might
be employed to service multiple communication lines.
However, it should be noted that this device can be used
by future terminals as well as by the increasing number
of I/0 devices (tapes, discs, et al.) which are employing
CRC checking.

THE EVOLUTION FROM SERIAL TO
PARALLEL

In this section we shall trace the evolution of the
polynomial, X8+ X5+ X3+ X1, from its serial-by-bit
implementation as shown in Figure 2 to its parallel-by-
character implementation as shown in Figure 7. This
will provide the background necessary to understand
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INPUT DATA SHIFT REGISTER

Figure 2—Simplified serial implementation of the polynomial
X4 X5+ X3+X+1

the generalized method described later that ean process
f bits in parallel for any arbitrary checking polynomial
to generate the CRC character or the syndrome.

From Patel,® we have the required theoretical rela-
tionship between the serial-by-bit and parallel-by-
character cases. A brief section is reproduced for the
convenience of the reader in Appendix A.

Figure 2 shows the conventional serial-by-bit imple-
mentation for the polynomial, X34+ X°4X3+X+1, to
be used in conjunction with a four-bit data character.

Figure 3 shows an equivalent circuit in which re-
dundant EXCLUSIVE-OR circuits have been added,
such that there is one at the input of each stage of the
shift register. Those EXCLUSIVE-ORS not required
to implement the polynomial have one input connected
to a “logical 0” voltage level. Thus, the input coming
from a previous shift register stage will pass through as
if the EXCLUSIVE-OR circuit were not there, i.e.,
0+X=X.

Figure 4 shows another functionally equivalent cir-
cuit. Some flexibility is obtained by the addition of an
AND circuit, which controls one input of the EX-
CLUSBIVE-OR circuit. One input of each AND circuit
is connected in common to the feedback path. The other
input of each AND circuit may be connected to either a
logical 1 or 0 voltage level according to whether or not
the corresponding term exists in the polynomial.

Figure 5 shows another step in the evolutionary
process. The data is entered parallel-by-character rather

INPUT DATA SHIFT REGISTER

Figure 3—Equivalent implementation #1 for the polynomial
XS X X34 X+1

Figure 4—Equivalent implementation #2 for the polynomial
X34+ X5+ X34+ X+1

than serial-by-bit. This is accomplished by EXCLU-
SIVE-ORing the data character with the corresponding
low order bits of the shift register prior to shifting. This
may be done since the contents of the shift register will
be the same after f-bit shifts on a serial-by-bit basis or
if the f-bits are EXCLUSIVE-ORed with the low order
stages of the shift register and then allowing the f-bit
shifts to occur.

Figure 6 shows the next step in the evolutionary
process. Here one row of shift registers has been added
for each data bit. For all rows except the first, the input
of an EXCLUSIVE-OR circuit in cell position Cy,m is
connected to the output of cell Ch_y, m—, Where n is the
row number and m is the column number. It is connected
there rather than to the cell on its immediate left,

Cpom—1. We shall shift each row from 1 to 4 on a mutually

exclusive basis. When the last row has been shifted, the
output of row 4 will be identical to the serial-by-bit
implementation after four bit shifts.

In the final equivalent circuit every shift register
state is deleted such that all that remains is the com-
binational logic as shown in Figure 7. In this version,
the only time delay that will be encountered is the
propagation delay of the logic elements.

We still need some memory elements, however. We
require an OLD CRC REGISTER, a NEW CHAR-
ACTER REGISTER, and a NEW CRC REGISTER.
The NEW CHARACTER REGISTER and the low

* DATA IS ECLUSIVED - OR'ED WITH CAC REMAINDER ON A
NG

CHARACTER BASIS PRIA T

Figure 5—Equivalent implementation #3 for the polynomial
X34 X504+ X34+X+1
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Figure 6—Equivalent implementation #4 for the polynomial
X4 X5+ X34+X+1

order position of the OLD CRC REGISTER are EX-
CLUSIVE-ORed together. The outputs of the exclusive
or circuits plus the high order positions of the OLD CRC
REGISTER are connected to appropriate positions in
the first row of the array. The updated CRC remainder
will appear at the output of the bottom row and will be
set in the NEW CRC REGISTER. The contents of
the NEW CRC REGISTER can then be transferred
to the OLD CRC REGISTER in preparation for the
next iteration.

A POLYNOMIAL REGISTER set to the required
bit configuration is used in lieu of fixed wiring to select
the polynomial. It offers more than is required for the
single polynomial implemented since it will provide for
any polynomial of the eighth degree.

THE UNIVERSAL CRC REGISTER

For a practical implementation in a communication
multiplexer, the system (Figure 8) uses a memory de-

POLYNOMIAL REGISTER ow cxc pe
Inl!l. nnnnn .
' o

=
rowvro: rou G 3 roLv G o

ft—”

—t

T, Toh, ‘LB_LEL%L‘ ,
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Figure 7—Equivalent implementation #5 for the polynomial
X4 X5+ X34+ X +1
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Figure 8—Functional block diagram of universal CRC logic

vice which is addressable via a communication line
scanner. The location accessed in the memory for a
particular line contains unique line control information
including the current CRC value, data character
length, and a binary representation of the polynomial
associated with that line. Subsequent to the receipt of
the transmission line address, the memory will be ac-
cessed to obtain specific parameters associated with
that address to set the CODE LENGTH SELECTOR
(6, 7, or 8 bits), POLYNOMIAL, and OLD CRC
registers. The old CRC is the eyclic redundancy check
remainder calculated for the previous data characters
received or transmitted during the current transmission
on the line.

At the same time that the transmission line address
is made available to memory, the new data character
to be serviced from this line is stored in the NEW
CHARACTER register.

When all the parameters associated with the trans-
mission line address have been set, the CODE
LENGTH SELECTOR, POLYNOMIAL, OLD CRC
and NEW CHARACTER registers are gated to the
inputs of an array calculator.

The array calculator is an asynchronous device
which will continually calculate a cyclic redundancy
check upon the data contained within the POLY-
NOMIAL register, the OLD CRC register, the NEW
CHARACTER register, and the CODE LENGTH
SELECTOR register. The output of the array calcu-
lator, after a sufficient amount of propagation delay
time within the array calculator, is the new CRC value
and it is stored in the NEW CRC register. The new
CRC contained in the NEW CRC register is then
stored in memory at the same location as the old CRC
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was previously stored. On the next iteration, this data
will be the old CRC remainder.

CRC calculation continues in a multiplexed fashion.
Each communication adapter invokes the CRC param-
eters associated with it by presenting a unique memory
address to access the memory. This insures that the
proper old CRC, code length, and polynomial are com-
bined with the new data character to generate the new
cyclic redundancy check remainder.

An alternate approach will be to transmit the cyelic
redundancy check following the stop character and
allow the cyclic redundancy check and the stop char-
acter to pass through the universal eyclic redundancy
check generator. The result of this operation would be
a data word as an output from the array calculator
which represents the syndrome. A non-zero syndrome
indicates an error in the received data. However, if the
syndrome is zero we know only that the received bit
stream is one of the allowable set of transmitted bit
streams. It may not be the actual transmitted bit
stream. That is, an undetectable error may have oc-
curred.

OPERATIONAL CHARACTERISTICS

Figure 9 is a detailed presentation of the input logic
of the rectangular array calculator which provides for
6-, 7-, or 8-bit data characters and polynomials of order
16 or less. The POLYNOMIAL and OLD CRC registers
are 16-bit registers labeled from 0 to 15 and the NEW
CHARACTER register is an 8-bit register labeled 0 to
7. Only the first two rows of the rectangular array are
shown in Figure 9.

Each of the registers is always filled from data busses
entering these registers such that the right-most binary-
bit positions in each of these registers represent data
corresponding to the particular polynomial terms, the

00 xax
00 Xxx

Ve

san
sar
s

Figure 9—Input logic for the rectangular array

old CRC value, and the new data character which is
required to update the CRC value. In cases where this
data does not fill the entire register, the higher order or
left-most bit positions are forced to a binary 0 condition
as is shown above each of the registers in Figure 9.

While the logic for the array shown in Figure 9 looks
very extensive, it should be noted that this is deceptive,
since the logic has intentionally been designed as an
iterative structure to make it attractive for large scale
integration (LSI). The array could be packaged on one
chip, making the large amount of logic involved of
little consequence.

The logic shown in Figure 9 performs a relatively
complicated mathematical function upon the various
register inputs to the array, initially, a modulo-two
addition (half summing) occurs between the old CRC
and new data character. The result of that addition is
then applied to the array calculator. The array calcu-
lator operates in a manner so as to duplicate mathe-
matically the results which might be obtained by serial
feedback approaches to CRC generation as previously
shown.

The circuitry within the array has its various anal-
ogies to serial feedback shift register implementation.
For example, the vertical lines such as line 1 in Figure 9
represents a single feedback point in an analogous
serial feedback approach to CRC generation (Line 1 in
Figure 1). The vertical line represents the presence
(“1”) or absence (““0”) of a term in the chosen eyclic
check polynomial. For instance, the polynomial
28425 4-22+1 used in Binary Synchronous Communi-
cation would be represented with ‘1’s” in positions 15,
2, and 0 (1=2° of the POLYNOMIAL register. In
effect, there is always a high order term (16 in this
case) which necessitates the initial modulo-two
addition.

To determine the right-justified positions in the
POLYNOMIAL register for polynomials of degree less
than 16, it is necessary to multiply the polynomial by
z raised to the power (16-(degree of polynomial)). For
instance, the polynomial z8+2°+1 would be im-
plemented as though it were 2«09 (g84-2541)=
284215421 and “ones”” would be placed in positions 10
and 15 with position 16 implied. LRC for 8 b t codes
(z*+1) would ke implemented as 28 (a8+41)=
2428 with a “one” in position 8.

The horizontal line or intermediate feedback line,
such as line 2 of Figure 9, represents for each bit shift
the state of the feedback network in the serial feedback
approach to CRC generation (Line 2 of Figure 1). The
horizontal line is always the output of the right-most
position in the row above in the rectangular array. The
concurrence of a feedback path and the proper data
bit in the feedback path would cause a change in the
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data within the serial shifting network. A similar
changing of data occurs in the transmission between one
cell element and another if the data on the intermediate
feedback line and the line from the polynomial register
are of the proper values. The output (*1” or “0”’) of a
given cell is equal to the output of the cell diagonally
above and to the left of it unless it is reversed by the
coincidence of a logical “one” on both the vertical line,
and on the horizontal line associated with the position.

THE ARRAY AND ITS OPERATION

Certain machines might interface the array in a dif-
ferent fashion than shown in Figure 9, i.e., the CRC
polynomial select register might be replaced by perma-
nent wiring in a terminal applieation, or the output
assembler (described later) might be reduced or elimi-
nated if only one data character length exists.

The array consists of replicas of the simple circuit
shown in Figure 10. The cell is shown enclosed in the
dotted line labeled cell C,,» on Figure 9. Each cell ele-
ment has three inputs. The first, 1, is connected to a
line 4 earrying signals representing the binary value for
the intermediate feedback within the array calculator.
The second input, 2, is connected to a line 5 which has

/5 POLYNOMIAL POSITION

(4 INTERMEDIATE FEEDBACK

N

AND

TO CELL

FROM CELL C

ntl, m+l

3 EX OR
K’

n-1, m-1

— s — —— — — o — — o—— —

Figure 10—Logic diagram for a standard cell of the array

binary information representing the binary value of a
given single bit position within the polynomial, and is
connected directly to the POLYNOMIAL REGISTER.
A third input, 3, is a connection to a cell which is diag-
onally upward to the left of the array. Specifically,
Cell C,,» has its third input eonnected to the output of
cell Cy—1,m—1, where n designates the row number and
m the column number.

For the cells in the leftmost column, there are no
positions diagonally upward to the left. Therefore, the
third input to the cell is wired permanently to a voltage
source having a binary value of 0.

The cell elements along the first row of the array
have a slightly different characteristic than the other
cells of the array because the third input to each cell
cannot be connected to the cell element diagonally up-
ward to the left within the array since no such element
exists for those in the first row. For cell element Cj,,
cell element row 0 and column 0, the third input is
wired to a binary 0 voltage level. For cell element Cp 1,
the cell element in row 0 and column 1, the third input
is connected to bit position 0 of the OLD CRC register.
Subsequent cells in row 0 have their third input con-
nected directly to the OLD CRC register up to and
including cell Co .

For cells Cyg to cell Cy,15, the third input to each cell
is wired in a different manner than for the other cells
within the row. Cell Co15 provides a good example.
The third input to this cell is connected to EXCLU-
SIVE OR circuit 6. The inputs to EXCLUSIVE OR 6
are connected to bit position 6 of the NEW CHAR-
ACTER register and to bit position 14 of the OLD
CRC register. Similar wiring exists for the other array
elements Cy s through Co,1a.

The intermediate feedback signal from EXCLU-
SIVE OR 7 is connected to the first input to each of
the cell elements in row 0. The intermediate feedback
signal is generated by EXCLUSIVE OR circuit 7. The
inputs to EXCLUSIVE OR circuit 7 are connected to
bit position 7 of the NEW CHARACTER register and
to bit position 15 of the OLD CRC register.

PROVISION FOR VARIOUS CODE LENGTHS

Although the concept is general enough to accom-
modate other code lengths, it is assumed that 6-, 7-,
and 8-bit codes may be used and that the polynomials
associated with these code lengths can be of degree 6 or
12, 7 or 14, and 8 and 16, respectively. The same array
may be used to accomplish this by “right justifying” it.
For example, a 7-bit code of polynomial degree 14,
would extend from 2 to 15 in the POLYNOMIAL
register. Positions 0 and 1 would be set to zero. A 7-bit
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POLY POS 0 POLY POS 1 POLY POS 7

‘POLY POS 8

POLY POS 14 POLY POS 15 1

6 BIT CODE

Cs,15

7 BIT CODE
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@ NEW CRC REGISTER

6BC - 0000 XXXX XXXX XXXX
7BC - 00XX XXXX XXXX XXXX
B8BC - XXXX XXXX XXXX XXXX

Figure 11—Qutput logic for the array

code of degree 7 would extend from positions 9 to 15 in
the POLYNOMIAL register. Positions 0 to 8 would be
set to zero. This method appropriately truncates the
“width’’ of the array.

However, the ‘“depth” of the array must also be
truncated in accordance with the character length.
Each row of the array represents a serial shift of one
bit. Thus, for a 6-bit code, using an array designed for
eight bits, the desired answer is present and properly
aligned at the outputs of the sixth row. However, be-
cause of chip layout limitations, it is not practical to
bring out indepéndent outputs from each of several
TOWS.

Thus, a compromise is struck by degating the inter-
mediate feedback path to lower rows, which results in
a single right shift of the answer for each such row.
Note that the right-most bits wrap around the bottom
right side, appearing as the outputs of the right-hand
positions of the second row up (for a 7-bit code) or
subsequent rows for shorter codes. Thus for multi-
length systems it will be necessary to assemble for
proper alignment some time before the NEW CRC be-
comes the next OLD CRC. See Figure 11. The resultant

alignment is as shown at the bottom of Figure 11 for
6-, 7-, and 8-bit code lengths and 12-, 14-, and 16-degree
polynomials, respectively.

The output of the array calculator must be taken
from the proper cells within the array and this is de-
pendent upon the particular bit length of the character
for which the cyeclic redundancy check is being caleu-
lated. For example, should the character upon which
the CRC is being calculated be of a length of only
six bit positions, the output should be taken from
the output of row number 5, (the first row being identi-
fied by a 0). This is accomplished through various cir-
cuit elements within the array calculator as shown in
Figure 11. Specifically, OR circuits 1 and 3 are activated
by a signal indicating that the new character is of a
6-bit code type. The outputs of the OR circuits are
inverted and then propagated along the intermediate
feedback signal paths to disable the AND circuits in
each of the cell elements in rows 6 and 7. As a conse-
quence, the cell elements in rows 6 and 7 will not
modify the data received from the outputs of the cell
elements within row number 5, and they can be used to
propagate the output from the cell elements in row 5.
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Figure 12—Alternate output logic for the array

The output of Cell Cs 15 is propagated to AND circuit 5.
When a 6-bit code is selected, a positive voltage will
appear on the second input to AND circuit 5. The
data appearing on the output of cell Cs1; would then
be transmitted via AND ecireuit 5 or OR circuit 8 and
on to bit position 15 of the NEW CRC register.

Bit position 14 of the output is gated from cell ele-
ment Cg15 to AND circuit 9 when a 6-bit code is indi-
cated. AND circuit 9 has an output connected to OR
circuit 12 whose output is connected to bit position 14
of the NEW CRC register.

Cell element C7,15 provides the output for bit posi-
tion 13 of the NEW CRC register when a 6-bit code is
being operated upon. This is accomplished by gating
circuitry not shown. The other bit positions of the
NEW CRC REGISTER would be filled from data from
cell elements in row 7 of the array in a similar manner
to that described for bit position 13 in the NEW CRC
REGISTER when a 6-bit code was being transmitted.
In the case where the new character contains eight data
bits, each of the outputs of the eighth row of the array
calculator would be connected directly to the NEW
CRC register via appropriate switching circuits and no
compensation for the shift in the array network would
be necessary.

The gating circuitry above-mentioned in connection

with Figure 11, is particularly adapted to LSI cir-
cuitry because the output gating occurs from elements
of the network which are on the peripheries of the rec-
tangular array calculator. With the above scheme, the
array could easily be placed in a single chip and all
wiring connections can be made to points within the
array without crossing any internal connections.

The advantage to the above-shown output gating is
that additional wires from the outside of the array are
not necessary to connect to interior points within the
array. Where such wiring problems do not exist, a
simpler approach to the outputting is shown in Figure
12. This logic is a simple AND-OR assembler where
row 5, 6, or 7 is selected for gating into the NEW CRC
register, depending on whether the code length is 6, 7,
or 8 bits, respectively. This assembly function can be
considered as part of the array element and can there-
fore be extended throughout the array to provide for
any code length.
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APPENDIX A

The following is reproduced from Patel®:

In this section, we develop the mathematics for ob-
taining a multi-channel CRC register that can process
f bits in parallel to generate the CRC character or the
syndrome. One shift in the parallel circuit is equivalent
to f shifts in the corresponding serial CRC register.
The number f is a positive integer, smaller than the
degree r of the checking polynomial.

@(z) denotes the checking polynomial, often called
the generator polynomial. We use the following no-
tation:

G(x) =G0+G1$+G2x2+ e +err (1)

The state vector X ;= (&9, 21, . . . 2r_1)¢ denotes the con-
tents of the CRC register at time £ T denotes the
companion matrix of the polynomial G(z), correspond-
ing to the serial CRC register connections. Let z; denote
the data bit entering the serial CRC register at time .
Then the shifting operation of the serial CRC register
is given by the (mod-2) matrix equation

X¢+1=XtT®ztG (2)

where G is the vector (Gy, Gi, G2 ... G,1), and T is

given by:
-0 1 -
‘0 1
T=| 1 (3)
0 1
| Gy G Gy e Gy |

Suppose that 2, 2,41, ... 24y are the f data bits
(a byte) entering suceessively into the serial CRC
register during the f consecutive shifting operations.
The contents of the CRC register at the end of f shifts
is denoted by the vector X..;. Using Equation 2 itera-
tively, f times, one can obtain:

Xor=XT'®26T ' ®2,.GT2®. . 2,7 .G (4)

Here T is the jth power of the matrix T. Let Z, denote

the input data sequence, as follows:
Ze=(Ztys-1 Brps—2y - - - %41, 21)

Let D denote the following partitioned matrix:

GT

D=| QT? (5)

GTI1

Note that the vectors G, GT, GT? ... GT/~! repre-
sent the contents of the serial CRC register as the
vector G is shifted f—1 times.

Then, Equation 4 can be rewritten as:

Xt+f=X¢Tf®ZtD (6)

The sequential circuit realizing Equation 6 has the
property that with the input byte Z, (f bits in parallel),
it changes from state X, to X,y in a single shift. This
is the equivalent operation to f shifts of the corre-
sponding serial CRC register with the same 1nput data
entered serially.




Cyclic redundancy cheéking by program

by P. E. BOUDREAU and R. F. STEEN

IBM Corporation
Research Triangle Park, N.C.

INTRODUCTION

Recent advances in the use of mini-computers as
control elements of a computer complex and as in-
telligent terminals' are indicative of a trend toward
relocation of certain hardware functions to micro-
program or machine level program. One such funection
which is a particularly good candidate, for wvarious
reasons, has already been moved into program in
several machines (e.g., IBM System 360/25 Integrated
Communication Adapter? and the IBM 1130%). This
funection is error control using an error detection Cyeclic
Redundancy Check (CRC). A CRC is a variable
length shortened cyclic code in which a message is a
code word if, and only if, the message polynomial
M () is divisible by the generator polynomial G(x).

Error detection and correction codes have been
studied extensively for more than 15 years. The most
comprehensive references,*® as well as the majority of
papers written in the area, measure the encoding and
decoding complexity in terms of the cost of hardware
and the time for decoding. With some notable excep-
tions,%7 very little attention is given to the problem of
encoding and decoding using machine level or micro-
instructions. However, in some cases such as the
Berlekamp algorithm?® for BCH codes, it may very
possibly be easier to write a program for certain steps
of the decoding procedure than to design hardware.
Programmed error correction is espeeially appealing for
use with high rate codes when error probabilities are
low, since, in this case, a major portion.of the correction
process need only be performed when errors actually
oceur. Allocation of a significant amount of hardware for
these relatively infrequent events is expensive. Further-
more, rapidly advaneing memory technology helps to
‘make program-controlled devices not only economically
feasible but attractive.

One part of the problem is addressed in this paper.
It is the problem of encoding or generating check bits.
The solution, however, also applies to the decoding
problem for error detection codes of this type. A similar
approach, based on the properties of the companion
matrix, has been used for parallel hardware devices.?
With this approach, efficient and attractive programs
can be developed for software or firmware. Subroutines
developed here require as few as six instructions with
sequential instruction execution to update a 16-bit
remainder for eight new information bits. A program
directly simulating a shift register would require at
least three instructions (EXCLUSIVE OR, SHIFT,
and BRANCH) per bit, or 24 instructions for an eight-
bit update. »

MATRIX APPROACH TO CYCLIC CODES

In this section, we review the relationship between
multiplication by the companion matrix and poly-
nomial division used to generate a code word. We then
generalize the operation to an m-bit character-by-
character operation developing a matrix equation to
update the caleulated redundancy m bits at a time. The
appendix will be helpful to those familiar with the shift
register in order to further justify the connection be-
tween the shift register operation and the matrix
multiplication.

Generally, the check bit generation process is one of
determining R(z) =2"I (x) mod G(z) where I(z) is the
polynomial whose coefficients are the information bits
and h is the number of check bits. We can next let the
coefficients of B(z) be an & bit vector, R, and let G be
the & by h companion matrix shown below. The binary
digits, ¢:, =1,2,3 ... h—1, are the coefficients of the
generator polynomial.
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[0 1 0 0]
0 0 1 0
G= .
0 0 O 1
[l ¢ g2 ... Gra

Then, if we let b(1) =4 be the first information bit
(the k—1th coefficient of I(z)) and b(k) =1 be the
last information bit, it is clear (see the appendix or
Reference 7) that the remainder R can be calculated
iteratively using the following formula:

A(+1) ={A®)+[0,0,...,0,0¢+1)J}-G (1)

and setting R=A (k). It should be noted that A (¢)
represents the remainder of #*I.;(z) divided by G(x)
which is the ecalculated redundancy after the first ¢
information bits, I:(x), have been taken into acecount.

We now define B(t+1)=[0,0,...,0,5(t4+1)] and
rewrite Equation (1 or A2) as

A(t4+1) =[A () +B(t+1)16. (2)

Equation (2) is the basic matrix description of the
polynomial division process (circuit funection) on a
bit-by-bit basis. The advantage of the matrix approach
is realized when one extends it to a multibit or char-
acter level. We can do this for m bits-per-character as
follows, assuming m<h. Repeated use of Equation
(2) yields:

A(t+m) =[A(t+m—1)+B(@+m)]-@
={[A({t+m—2)+B(t+m—1)]-Q
+B(t+m)}-G

=A(®)-G"+ 2 B(t+))-Gm#.  (3)
7=1
Equation (3) expresses the remainder at time {+m in
terms of the remainder at time ¢ and the next m input
bits b(t+1), b(t+2), ..., b(t+m). This equation can
be put into a better form by using the “shifting”’
property of the companion matrix G.

A(t+m)=A() -Gn
+[0, 0, ..., 0,b(t+m), b(t+m—1), ..., b(t+1)]-Gm.

4)

b(t+m), b(t+m—1), ..

If indeed we are operating with m bits per character and
A(t) is the remainder after some character has been
sent, then A ({+m), given by Equation (4), is the
remainder after the next character has been sent and
5, b(t+1) is the bit string of
length m representing that next character, where
b(t+1) is the first bit sent.

Since we will be using this from now on, it is con-
venient to make a slight change of notation. We define

Aj=[aoj 01 « -y Oh-1,i]
as the remainder after the jth character, and
C;=[0,0,0,...,0,¢05 €1,5, ++ -3 Cm1,5]
as an & component vector where

Co,jy C1,5y C2,5+ + +Cm—1,j

is the bit string' of length m representing the jth char-
acter and c¢,_1,; is the first bit of the character trans-
mitted. That is '

a;;=a;(t) for 2=0,1,...,h—1
and |
¢, =b(t+m)
¢,;=b{t+m—1)

Cm1y=b(t+1).

With this notation Equation (5) becomes the char-
acter-by-character version of Equation (2)

Aj=[4;4+Ci]-G™ - (3)

This equation expresses the remainder after j-+1
characters as a function of the remainder after j char-
acters and the j+1st character for m<h bits per
character. It is the fundamental result which we apply
below.

MATRIX IMPLEMENTATION OF CYCLIC

CODES

This matrix deseription of cyclic checking leads
directly and intuitively to several different programmed
checking implementations. It is this feature which
makes the approach valuable. Since instruction sets,
core availability, and instruction execution times vary
widely, three approaches will be described.

‘It is very convenient to describe these subroutines in
APL® with a single line of APL representing a single
machine language instruction. For those interested in
the exact operation of the simulated machine language
instruction, a knowledge of basic APL is required;
otherwise, the marginal machine instructions and
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comments should clearly indicate the general nature of
the operation on each line of code. It is assumed that
there are four 16-bit registers which are available to
the programmer. These are represented by the APL
vector variables RA, RB, and RC with the fourth being
the base register which is used for the return branch to
the main program. In APL, RA[1;] represents the high
order byte of register RA and RA[2;] represents the
low-order byte of the same register. The storage area
for tables is represented by the matrix SA which is as
large as necessary.

Although we have assumed a 16-bit data path for the
three examples, it is easy to write similar subroutines
for an eight-bit ALU by partitioning the G® matrix
in a different manner. We will use the terms, “byte”
and “halfword” to mean eight and 16 bits respectively.

In general, our methods below are iterative schemes
for finding the remainder using the recurrence relation-
ship

Apa=[4;+Cia ]G

For simplicity we define what we call a “working
remainder” W,

Win=[4;+Ciu]
= [aoﬂ':

veey (@1, ®Cn1.is1) ]

v ooy Ohemjy (Ohm,;DCo,541),

= [Wo,j41, Wi,j41, « + ) Whet i1 ]

Basically, our problem is to find 4;.; given W, and
G™ using
A=W Gm
Since W1 is a binary vector of length &, it can take
no more than 2% values. The following methods, called
the ‘‘one-256-halfword-table look-up,” the ‘‘two-32-
halfword-table look-up,” and the “binary summation”
method, are various ways to perform this job.
Purely for ease of notation, we now fix the values of
h and m. We will let the number of parity bits be
16(h=16) and the number of bits per character be
eight (m=8). Substitution in (5) gives us the funda-
mental equation
Ajpr=W;inG® (6)
where
Win=4;4Cin
40=[0,0,0,...,0,0]
Aj=[aoj, 01,4, - - -, 15,i]
Cj—‘-:[O, 0, ooy 0, €o,7y C1,7y + «

are all 16-bit vectors, and

o c7,i:|

G®=the companion matrix raised to the 8th power.

We note again for emphasis that ¢;,; is the first bit of
the jth character while the j=1st character is the first
character transmitted or received.

One-256-halfword-table look-up method

This is a simple one-table look-up method which
requires a significant amount of storage and frequently
will be impractical for codes with more than eight
bits-per-character. However, it embodies most of the
basic ideas of the matrix approach and is a good starting
place. In an instruction set with the logical EXCLUSIVE
OR operation, the forming of W, is trivial. The next
step_is to find 4,,; which can be found by multiplying
W;u by G8. This can be done very rapidly by table
look-up. Rather than blindly storing all 2% halfwords
which can result from this operation, we notice that G®

has the form
0|1
g | 1~
G [X]

Thus W,11G® can be written
Win®XOW, ™[0 | I]

where W; % is an eight-bit vector comprising the
high-order eight bits of W1 and W;,® represents the
low-order eight bits of W, If byte operations are
available, the product W; 1. +[0 | I] is simply moving
the byte from the high-order half of a 16-bit register to
the low-order half. The second instruction in Table I
performs this operation. The second produet above
requires a table look-up for one of 256 halfwords
representing all possible values of W; % .X. This is
done in instruction four after the program has shifted
the address left one bit in order to force the address to
a halfword boundary. The table is assumed to be
located on a 512 byte boundary. Its address is stored in
the seven low-order bits of the high-order byte of the
RB register. The two results are EXCLUSIVE ORed
together in the fifth instruction and the table address is
restored in the last instruction before the return branch.
Table I shows the program which will update the CRC
for a full eight-bit character.

This is called the one-table, one-step look-up method.
It is very fast but may be impractical because of the
quantity of core required.

Two-32-halfword-table look-up method

A more practical subroutine for CRC character
update relative to core storage requirements is the two-
table method. In this method, we further partition the
matrix X above into two matrices Y and Z. Thus we
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TABLE I—Subroutine Using One-256-Halfword Look-up

Initial conditions for all subroutines:
Register RA contains the old CRC, 4;
Register RB2 contains the new character, C;,;.
Final conditions for all subroutines:
Register RA contains the new CRC, A4;,;.

v CRC1
EXCLUSIVE OR RB2, RA2 {11 RBI[2;] < RB[2;] = RA[2;] Form W,
MOVE RB2, RA1 [2] RC[2;] <« RA[1;] Form W;,®[0] I]
SHIFT LEFT RB, 1 [8] RB « ((1501), 0) A 1¢(160RB) Form address
LOAD RA, RB [4] RA«28p(1602) T SA[2 I RB] Load WX
EXCLUSIVE OR RA, RC [5] RA[2;] < RA[2;] = RC[2;] Form A;
ROTATE LEFT RB, 15 [6]° RB <« 2 8,(15¢RB) Reset address
BRANCH RETURN v Return
write G® as called PTYRC, the even parity of register RC. Looking

G [M]

Y/Z
Here, the Y and Z matrices are four by 16 binary
matrices and W ;1@ is broken into two four-bit vectors

Wi and W, 9P, Thus, the new calculation
becomes

Apsa= Wi Y @ Wysa- Z&W 35[0 | ]

Each of the produets is a 16-bit row vector. The program
now requires two look-up operations for the first two
terms and a byte move for the last term. All three
terms must then be EXCLUSIVE ORed together. The
program is shown in Table II.

Binary summation method

Finally, it is possible to perform this whole operation
without tables. This is done by performing the matrix
multiplication by program rather than by table look-up.
This requires a parity test as a condition on the branch
instruction, however. This branching condition will be

back to the defining equation
A= [C:’+1+A:‘] B=Wj-G

Let Dy=[dok, d1ky --.,dis,x] be the kth column of
G&. Then the high-order position of the new remainder
A1 is given by

16

Ay,j+1= Z di,l'wi,j-{-l

=0
which is operationally the same as ANDing the first
column of the matrix G® with the working remainder
Wi and finding the even parity of the result. This
parity is the value of ap ;1. Similarly, we can find
the remaining bits by ANDing Wj;,, with each
column D;.; and find the even parity to determine
ar, i+ 0<k<15.

15

Ok js1= D Bi ki1 Wi i1
=0

This operation can be carried out in a program as
illustrated in Table III.
The program shown here requires more than 80 words

TABLE IT—Subroutine Using Two-32-Halfword Look-up

RBI2;RB[2;JA 11110000
RC—2 8 p(16p2) TSA[2+21 16oRB]

111
RB[2;]<RB[2;]0 00 1 00 0 0

RA<2 8 p(16p2) TSA[2+21 16pRB]

vV CRC2
EXCLUSIVE OR RB2, RA2 1] RB[2;—RB[2;]=RA[2;]
MOVE RA2, RB2 21 RA[2;RB[2;]
AND RB2, H'FO' 3]
ROTATE LEFT RB2 4] RB[2;} ¢RB[2;]
LOAD RC, RB 5]
EXCLUSIVE OR RC2, RAl 6] RC[2;<RC[2;]=RA[L;]
MOVE RB2, RA2 [71 RB[2;]—RA[2]]
AND RB2, H'OF [8] RB[2;RB[2;]A0 000 1
EXCLUSIVE OR RB2, H'10’ 9]
ROTATE LEFT RB, 1 [10] RB[2;—1¢RB[2;]
LOAD RA, RB [11]
EXCLUSIVE OR RA, RC [12] RA<RA=RC
BRANCH RETURN

Form W; @
Save W; L
Mask address
Form address
Load W,;, DY
Win®[0 oW EDY
Get Win®
Form address
Form address
Form address
Load W;,4UZ
Form Aj .,
Return
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TABLE III—Subroutine for Binary Summation Method

Form Wi+1

Set 441 to zero
Load D,

Calculate DiW ;11
Branch if a¢,;41=0
Set Qo, ;41 = 1

Load Dz

Calculate DQWJ'.H.
Branch if a;,;,1 =0
Set 01,541 = 1

LOad D16

Calculate D1$Wj+1
Branch if a5,;.1=0
Set 15,741 = 1

v CRC3

EXCLUSIVE OR RB, RA [11 RB<2 8 p(16pRB) #=(16pRA)
LOAD RA, ZERO [2] RA<28p0
LOAD RC, D1 [8] RC<SA[1;}
AND RC, RB [4] RC<28p,RCA(160RB)
BRANCH [7], PTRC [5]  —(#/(1, 16pRC))/SECONDBIT
EXCLUSIVE OR RA, H’8000 [6] RA[1;]«-RA[1;]%1 0000000
LOAD RC, D2 [77 SECONDBIT:RC+SA[2;]
AND RC, RB [8] RC<28pRCA(16pRB)
BRANCH [11], PTRC 9] —(5/(1, 16)RC))/THIRDBIT
EXCLUSIVE OR RA, H’4000’ [10] RA[1;}<RA[1;]%01000000

And so on for the third through the 15th bits.
LOAD RC, D16 [12] SIXTEENTHBIT:RC+SA[16;]
AND RC, RB [13] RC<28pRCA(16pRB)
BRANCH [16], PTRC [14] —(/(@, 16pRC))/0UT
EXCLUSIVE OR RA, H'0001’ [15] RA[2;]<RA[2;]#0000000 1
BRANCH RETURN [16] OUT:—0

of storage. However, a reduction in the storage require~
ment is possible by forming a loop to calculate the 16
binary sums. Further reduction is also possible when a
specific polynomial is chosen and a combination of this
and other schemes is used. For example, using G(z) =
- a®4-a1%+42241, the number of instructions can be
reduced to less than 20, making this method com-
petitive with the other two given here. The key to this
method is the branch instruction which tests the
condition of the parity of the 16 bits in the accumulator.
This is the last of the three matrix-oriented methods to
be discussed and generally requires less core storage and
more execution time than the previous two.

Other methods which partition the G® matrix in
other ways are possible and may be better in speecific
cases.

SUMMARY

Using a matrix description of the operations required
to generate the check bits in a cyelic redundancy error-
detection scheme leads to new approaches to the soft-
ware implementation problem. Certain variations are
in use today and have proven to be superior to direct
shift register simulation programs in most cases. With
an apparent increase in programmable terminals and
multiplexers, such approaches are likely to become even
more important in the future.
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APPENDIX

Here, we will show how a shift register is used to
perform the functions required to generate or verify a
code word (calculate the proper h bits of redundancy).
Then it can be shown that the operation of a shift
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Figure A1—An elementary shift register

register on a bit-by-bit basis can be written in terms of
matrix operations on vectors. Using this approach, it is
possible to justify the several table look-up software
schemes which are developed in the main text.

A feedback shift register is a device which stores
bits in a serial string and is capable of shifting the string
one bit at a time. There may be EXCLUSIVE OR and
AND gates associated with the shift register which will
operate when a shift takes place. The structure of a
shift register is shown in Figure Al. The bit storage
positions are indicated by a box ([]) and the EX-
CLUSIVE OR gates are indicated by the “®.” If

" the storage positions are denoted as shown, we can
illustrate the operation by assuming that bit positions
1, 2, and 3 contain zero and that a one bit is placed on
the “IN” lead. A single shift of the register by a clock
pulse (not shown) will eause the “IN” to be EXCLU-
SIVE ORed with the feedback from position 3 and
placed in position 1. Thus position 1=1(1@0=1).
Now, let us assume that “IN” is set to zero and then
another clock pulse occurs. Position 3@“IN” =0 is
placed in position 1. Position 1@ position 3(1H0=1) is
placed in position 2.

A general shift register which performs division by

G(z) =1+gx+ -+ gr@* 142>

is shown schematically in Figure A2. The AND gates
are represented by the “©.” Although the output does
represent the quotient, of major interest to us is the

Figure A2—A general division shift register

contents of the shift register which is the A bit remainder
R(x) =ro+rw+ -+ 112!

of the bits shifted in at any time. Thus, if we shift
information bits

I(a:) =g+tz+ - cfpgt?

into the shift register, highest degree coefficient first,
we will have the remainder of I(z) after all k bits have
been entered. However, we would prefer to have the
remainder of #*I () rather than the remainder of I (x)
so that we may append the remainder bits directly to
the information. One way to do this would be to shift
the shift register & times after I(x) has been entered.
However, this represents wasted time since we can wire
the shift register differently in order to cause it to
“pre-multiply” by z. This shift register is shown in
Figure A3, and the remainder at time ¢ will be denoted
by the polynomial A (z, t). After shifting I (x) into this
circuit, the remainder B(z) of 2*I (z) divided by G (z)
will be contained without further shifts; that is,
A(z, k) =R(z). If R(x) is appended to z*I(x), a code
word will be formed (R(x)+2*I(z)). At the receiver,
exactly the same circuit or program may be used to
determine whether the received block is a code word.

In order to further illustrate the operation of the
shift register, it is possible to develop a set of functional
relationships between the bits that have entered the
shift register and the contents of the register. These
are the circuit equations for the shift register.

Let the bits in the shift register (Figure A3) at time
t be represented by

ao(t), a1(t), az2(?), ..., ana(t)

where ao(f) is the leftmost bit in the shift register.
We will also denote the bits which are shifted into the
shift register as b(¢). That is, the contents of the shift
register at time 7T include the effects of all b(t) for
1<t<T. Since the bits come at discrete times, both

1)

g ® a ) . oo —p %2 et 0]

A =ag @) + o (x + oz(f)xz L oh_z(ﬁ)xh'z %) 0!

Figure A3—A shift register for pre-multiplication by z® and
division by G(x)
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b(t+1)

bt+1)+a ()

h-1

9 92 9h-7

o e+ v, )] s, [be+ Do )] et [b(”,)"’h-l(’

a1 a, () see—pi q ) [0}
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x position X position xh zpcsiiion ><h 'posilion

Figure A4—Development of circuit equations from the
pre-multiply shift register

t and T are integers. Figure A4 may help the reader
visualize this operation. From the figure, we can write
the circuit equations directly.

ao(t4+1) =b(t+1) @ar(2)

a(t41) = ao(t) @ @[b(t+1) Gar(?) ]

a(t+1) =1 (£) ®go[b(t4+1) Dar_s(t) ]
: (A1)

an_2(t+1) =ar3(t) Bgn-a[b(+1) Bara(t) ]

a1 (t4+1) =an_o(t) ®gaa[b(t+1) Bara(t)]

Since we set the register to zero before beginning to
calculate the remainder, we have the initial conditions

ao(O) =a1(0) =a2(0) e =a;,_1(0) ={.

With these we can caleulate any a:;(T) given the
b(1) (0<t<T) and the generator polynomial

G(z) =14+gw+gaa+ -« - +grs2' 2"

These circuit equations will be used in the development
of the matrix equations which are the subject of the
main section.

In order to develop a matrix approach to the genera~
tion of a set of parity or check bits, we define a vector
which consists of & binary ecomponents and represents
the bits in the shift register at time ¢ as defined above:

A(t) = [ao(t), al(t)‘; a2(t)) ey ah—2(t)) ah—l(t) ]

Next, we define G to be the companion matrix of the
polynomial G(z) as shown in the main text.
- From the circuit equations (A1), it is apparent that

A@+1) =[ac(t+1), e (t+1), a2 (t+1), ..., aaa (t+1) ]
= I:O’ ao(t), al(t)r LAY ah—2(t)]
+[0,0, ...,0,b(¢+1) ®ara(t) ]-G.

Equation (A2) below follows immediately if one merely
observes that

[aﬂ(t): al(t); ey ah—2(t): 0]°G
=[0, ao(®), as(?), ..., an2(D) 1.
A({+1)={A®)+[0,0,...,0,b(t+1)]1}-G. (A2)

This is equation (1) of the main text.
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INTRODUCTION

The purpose of this paper is to explore a series of
guidelines which will help identify attractive computer
applications in emerging countries. We will examine
areas of development from the standpoints of natural
resources, labor intensive industries, public and private
services. Then we shall explore levels of development in
communications, education, high technology and the
financial commitment of a nation. We shall examine the
computer applications from a cost versus benefits view-
point, and finally discuss a feasibility planning study.

A basic assumption throughout this paper, is that
there is no such thing as a “model” or “average”
developing country. Nor is there such a thing as an
“average” computer application. Each emerging nation
and each application must be explored and related as a
separate case.

AREAS OF DEVELOPMENT

Natural resources

Developing countries can often be placed into one of
two major categories; those that primarily depend on
natural resources for their economy, and those which
depend on labor intensive industries. From the stand-
point of natural resources, the subcategories include
applications such as agriculture, fuels, minerals, water
and power. South American copper and coffee coun-
tries, West Indian fruit companies, Near East oil
producing countries provide relevant examples.

Computers often enter first into natural resource
countries with high technology industries (to be dis-
cussed in more detail later) such as in oil producing
lands. Aruba, whose main economy is based on the
Lago oil refinery, an’affiliate of Standard Oil of New
Jersey, shows such an application. The oil company
purchased the island’s first computer in 1961, and used
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it for both accounting and engineering applications such
as the critical path method, plant loading and blending,
and standard accounting functions. The hardware
served until late 1967, when it was replaced by a third
generation machine. Antigua also saw its first computer
installed at the West Indies Oil Company doing
applications on profit/output relationships and linear
programming,.

The need for computers in agriculture is often over-
looked by industrialists who are not familiar with the
economic needs of countries depending on this natural
resource. Greece, a predominantly agricultural country,
provides an example. Almost half of the population
derives a living from farming or farm-related activities.
The farm population is about 4 million people dis-
tributed among some 1.1 million farm holdings. Farm
sizes are very small, and often not enough to support a
family adequately. About 60 percent of the farms range
from one to ten acres in size, and most of these are not
irrigated. The large-scale farm does not really exist
in Greece.

Major farm management decisions in planning by
the Government for the effective use of a country’s
agricultural resources depend on determining the
optimum use of their scarce agricultural resources;
primarily land, labor and capital. Traditionally, by this
is meant planning the land use or cropping systems;
planning the livestock enterprises compatible with that
cropping system, and third, adjusting other resources
in order to realize optimum returns for the total bundle
of resources. Proper solutions to the resource allocation
problems are vital to realizing optimum returns from
the farming operation, the planned development of a
country’s agricultural sector, and the overall develop-
ment of the country. The use of operations research
techniques in analyzing the optimum combinations of
the scarce agricultural resources for the individual farm,
firm or government planner is both feasible, practical
and valuable as a decision-making aid. The computer
greatly facilitates this research.
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In 1964, the computer presented to the Indian
Agricultural Research Institute in New Delhi helped
scientists to develop new seeds of wheat and sorghum,
and a formula for the best conditions of sowing,
fertilizing and irrigating.

These scientists had to go through thousands of
“crossings” before hitting upon the correct genetic
combination. The combination had to have a high yield,
while being resistant to pests, diseases and climatic
variations. This time-consuming proecess would have
been practically impossible without a computer.

Other computer applications for the natural resource
countries include the projection of fuel and mineral
reserves, including geophysical exploration and de-
velopment. The distribution of power and water by
computer has already been undertaken by Russia, and
is in need of implementation in such water-scarce
countries as East Pakistan and parts of India.

Labor intensive industries

For countries with few natural resources to export,
the key to their success is labor intensive industries.
Examples include manufacturing companies and works
programs.

Computers in labor intensive countries have generally
followed or replaced conventional punch card equip-
ment, with government taking the lead in their intro-
duction. It is quite noticeable that the private sector
has been slow to take the plunge, and most frequently
it is those corporations with international connections
that have installed the first computing equipment.
Initial applications include inventory control, dis-
bursement and revenue accounting applications. More
creative programs in existence in developing countries
include the pert-charting of major construction jobs,
and the programming of construction logistics such as
stress analysis, cut/fill balances and operations research.
The most sophisticated step in these manufacturing
operations is the use of small computers for numerical
control applications. Here there is a danger of in-
creasing unemployment unless the country itself is in a
rising economy where displaced persons can find jobs.

In Romania, EDP was introduced in the early
sixties, directly as a result of the fact that large-scale
automation was introduced in production processes.
Since that time, automation has increased by a factor
of two, and a 450 percent expansion is envisioned during
the 1971-1975 period. ’

Applications for this labor-intensive country include
centralized control equipment for supervising the
extraction and transportation of gas and oil, and the
automation of hydroelectric stations. In Romania’s

iron and steel industry, more than 90 percent of 1970
products were turned out by automated systems. The
machine-building sector also has witnessed com-
puterized control, with the truck works of Brasov and
the Heavy Machine Works of Bucharest (UMGB)
leading the way.

A priority control program exists for placing numeri-
cal control applications into this machine tool industry.
Cement works, glass factories, weaving mills, footwear
factories and the food industry (bakeries, breweries,
sugar refineries, slaughterhouses) all provide relevant
examples in Romania, ?

In Finland, also, process control computers are
expected to be in high demand from the rapidly ex-
panding metal, engineering and chemical industries.
EDP imports, estimated at $9,000,000 in 1969, are
expected to reach a level of $21,600,000 annually
by 19743 '

Pubdlic and private services

While countries fall easily into one of two categories
(natural resources or labor intensive) for categorization
of their export possibilities, & third major sector in each
type of country can make use of computers to good
advantage. Examples of the public and private services
sectors include administrative government, military
applications, transportation, eommunications, trade
and commerce applications, financing and banking,
libraries and education, health, social welfare and law
enforcement, and finally, computer service bureaus.

Computers will choose people to fill 35,000 job
vacancies in Ceylon, Colombo’s public service this year.
Furthermore, the hardest working computer in the
country belongs to the Department of Census and
Statistics. It processes data for the Registrar General,
Police, Department of Education and the Customs
Department. The Inland Revenue Department has
undertaken a study to see how to utilize a computer in
the most optimum manner when its new “pay-as-you-
earn’’ tax reform goes into service.*

Needless to say, computer applications in these areas
of priority development run a large gamut, including the
standard disbursement and revenue accounting ap-
plications. One must remember, however, that in many
developing countries in their early stages, the entire
payroll is done in cash since a creditless society exists.
Therefore, basic applications such as payroll, check
servicing, etc., are not applieable. Banking applica-
tions, however, excluding check processing, still
represent a formidable way of beginning. First, the
statistical and numerical applications must be done
accurately and in large volume. Furthermore, com-
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munications between a main bank and its branches, can
help in its own way to develop a communications system
within the country.

The use of computers for a theoretical, rather than a
mass production application is not common in de-
veloping countries but could prove to be immensely
helpful. For example, many nations in their formative
stages depend heavily on a series of strategies including
alternatives based on a several-year plan. Pakistan has
gone through four five-year plans and Algeria is in the
midst of a four-year plan. The need for this is heightened
by the fact that in a developing country, internal
currency is usually worthless outside that nation’s
boundaries. Therefore, the nation must husband its
foreign currency (such as dollars, pounds and francs)
so that the exchange is spent on the most essential items
for each nation.

It is common knowledge to people who have worked
in developing countries that often the purchase of an
automobile from outside is considered extremely
wasteful and in some cases illegal. Penalties are placed
on luxuries such as imported foods or aleohol, and in
one country that I visited it was impossible to get a
battery for my dictation unit because the batteries
were considered to be luxury items.

To these countries, the strategies and alternatives to
combine all the vast financial and human requirements
of the entire nation require a synthesis, combination
and analysis almost impossible by manual means. One
of the greatest contributions to a developing country
who is basing its entire economy on a plan, would be to
set up and train the government officials in the use of
simulation models directed at these planning ap-
plications.

To be practical, one must also recognize that several
countries, far from a state of complete development,
are using their government computers for defense
applications. The use of EDP for military inventory
and for war gaming is not limited to the developed
nations of this world.

Of more practical use, is Nigeria’s application where
computers help them quickly recognize trends for
epidemics that might be starting in geographical sectors
of the nation. Furthermore, in 1969 approximately 14
computers existed in that country. Phirteen were being
used in normal, industrial and commerecial operations
like payroll, billing and research connected with the oil
industry. The fourteenth served the West African
Examinations Council.

As its name implies, the Council’s main function is
to provide and administer examinations all over
Nigeria. It is West African because the Lagos office is
only a branch of the international organization whose
headquarters are located in Accra, Ghana, and which

was set up jointly by the governments of Gambia,
Ghana, Nigeria and Sierra Leone to conduct examina-
tions in their countries. Besides condueting examina-
tions, the Council was also a pioneer in the field of
educational development.

To carry out its functions the Council makes use of
two computers, one based in Acecra and one in Lagos.
The second computer would probably not be necessary
were it not for the great distances and loss of time that
would be involved in shuttling data from one country to
the other. Source data comes chiefly in the form of
candidates’ entry forms. From these documents are
produced lists which are required before an examination
can be conducted, such as a packing list to enable
officials to determine what quantity of materials and
examination forms in each subject must be sent to the
Center, a candidate list which can be used as an
attendance sheet, individual timetables, and admission
notices to enable candidates to know where they should
report for the examination.

After the examination, source data comprise marked
seripts and marked sheets from which marks for each
candidate are punched. From these, mark distributions
are made to determine the level of overall performance.
The grades of each candidate and each subject are
computed and the final test rate is determined by the
machine, Eventually the results are listed and the
certificates are printed by the computer from summary
cards.

Computer growth in South Korea has risen from 20
to 30 in the past year. Back in 1967, the first two com-
puters were imported by the Productivity Center and
the Economic Planning Board. Furthermore, the
Ministry of Science and Technology, set up in the same
year, organized the National Computer Center to help
facilitate usage. Currently, 32 percent of the computers
are in operation in Government offices, 32 percent by
the Universities, and 25 percent by special agencies.
Industry and banks shared the remainder.

As of the end of 1970, Taiwan had installed 28
computers, of which 11 are used by Universities. The
first was installed in 1964 at National Chlaotung
University. An additional seven machines are used by
the Government, including the Army, Navy and Air
Force Logistics Commands.*

LEVELS OF DEVELOPMENT

Communications -

Now that we have discussed priority areas of develop-
ment, we should come down one step to talk about
general levels of development within the nation under
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study. Four major guidelines should be observed and
the first of these is the field of communications. This
includes the state of development of the telegraph and
telephone system and the post office.

Any country, developed or undeveloped, w111 tell you
quite quickly the state of their telephone or telegraph
lines. As soon as the first computer system utilizing
communications links:is placed in service, the review
will become much more critical. In general, the govern-
ment or an airline becomes the primary group to
experience problems. As discussed in the Nigeria case,
two computers were necessary only because com-
munications between two principal cities was virtually
impossible within a reasonable length of time.

Not only, therefore, is instantaneous communication
a problem for real-time systems, but the post office (or
other means of carrying documents) often determines
the application. It becomes almost useless to save time
through using a computer in the central branch of a
bank, if it takes three days to get documents to that
center from one of the branches and another three days
to return them.

In Algeria there is a major problem in communicating
from the southern part of the country across the Sahara
to the northern industrial cities. Many of the oil
installations sit in the Sahara with very few links out-
ward. Furthermore, the PTT has no immediate plans to
extend major relief to the southern sector because of the
probleras involved and the lack of major usage. Here, a

developing country finds itself in a chicken/egg relation-.

ship. Would the usage increase if the facilities were
there? The answer in one case was a resounding yes!

The Telephone Department of the Government of
Pakistan installed a direct dial cable between Lahore
and Karachi to relieve the operator circuits between
those two cities. They designed the size of the cable
based on what they felt was necessary for traffic relief.
They never anticipated that so many people just did
not make calls because they found the service impossible.
When the new link was opened, circuits were com-
pletely busy from four to six hours each day, and the
public, if anything, became more frustrated with the
addition of those new facilities because they were not
able to get through on them.

Waiting time for telephone installations ranges from
three to five years in some countries, and businesses are
often required to buy their own switchboards and resell
them to the Government Telephone Department at
partial cost, then pay a monthly maintenance charge to
keep them in service. Such conditions do not facilitate
any type of computer usage where either source docu-
ments or output must travel-great distances.

. -On the brighter side, reports from Taipei indicate

that a U.S. Air Force satellite program is being installed
at the Linkou Air Station, where 18,000 punched cards
record 6,000 supply items needed by Air Force per-
sonnel. A remote-batch computer at Linkou will use
private line circuits to talk with the main computer at
Ching Chuan Kang Air Base in Taichung. If an item is
out of stock at.Linkou, it will interrogate the larger
supply base at Taichung. If the latter cannot supply it,
the computer automatically orders it from the United
States.

Education

The need for education and a proper level of develop-
ment during the initial introduction of computers
within developing countries is essential. First, the vast
majority of computer failures in developing countries
oceur because of a “love em and leave ’em” attitude.
It would be embarrassing to tell you how much com-
puter consulting work is done in developing nations
because vendors have raced through the land selling
systems, and then left the users with support ranging
from inadequate to nonexistent. A program to provide
computer hardware without provisions for training the
necessary software and maintenance personnel creates
more problems than it solves.

Furthermore, it almost appears necessary for a
person who wants to keep up with the data processing
profession to be able to read English, French or German.
Since U.S. business executives primarily deal with heads
of industry and top-level managers in foreign lands who
have this capability, they neglect to realize that a vast
majority of the technical workers or lower-level
management - employees cannot read with facility,
technical literature in any of these three languages.

The Brazilian growth rate for EDP will probably be
20 percent from 1970 through 1974. (1970 base was
approximately $14,000,000.) Medium- and small-scale
computers are in greatest demand. Computer room
peripheral equipment is also forecast at the same high
growth. These ‘include printers, MICR equipment,
memory systems and, outside the computer center, a
wide variety of terminals.’

In Brazil, the Society of Users of Electronic Com-
puters have predicted that 200 additional computers
would be installed and an additional 1200 qualified
computer programmers and systems analysts would be
necessary within a year. The government has attempted
to deal with the situation by providing Fortran lessons,
and classes in general concepts of data processing at the
Universities, without charge, to members of the
Mathematics, Engineering, Social Science, and Science
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Departments. Also, a post graduate course in computer
science, leading to a masters degree is available from
the federal university.

Singapore has a different method of education. The
Singapore Computer Society, with over one hundred
members, has been extremely active in promoting DP
activities. The computer firms support this society
activity in large measure by encouraging their own
employees to lead discussions and classes in systems
analysis and programming.

Of course, in any country with computer potential,
the vendors give a wide array of courses. Although only
30 computers are installed in Taiwan, one vendor offers
training in basie conecepts, computer systems, program-
ming, operations and special applications programming
courses range up to three months in duration.*

The United States has recently tried some low-key
training during an EDP mission to Taipei, Djakarta and
Singapore. Anticipating that questions would come
from businessmen who were only beginning to learn
about EDP, the Commerce Department, acting through
the U.S. Trade Center in Bangkok, arranged for local
speakers to participate along with the mission members.
The synergistic reaction among the two groups proved
immensely sucecessful.®

Conversely, an eastern nation with whom I have
worked, has training facilities only through an inter-
national agency and has made no attempt whatsoever
to implement computer training in the universities or
technical trade schools. First, of course, schools must
exist in reasonable quantity. For example, a recent
census showed the population of another country at
roughly 94 million. Edueation statistics indicated that
approximately 3,800 students were enrolled in engi-
neering courses at the universities, while approximately
200 additional students were attending technical or
trade schools. In other words, only .004 percent of the
population was involved in higher technieal training.

_ There is no doubt that basic computer courses can
be introduced early in a student’s career to expose him
to concepts and give him interest in the subject.
Detailed courses could be set up on the same basis as
the ITU/UN communications schools so successful in
emerging nations. Once again, however, the chicken/egg
relationship must be observed. If the training produces
a large group of people who, upon graduation, have
absolutely no possibility to use their talents because of
the lack of hardware developments, the courses almost
become senseless. :

Finally, there has to be a technological flair on the
part of the young people growing up, or no courses of
this type will be popular. Surprisingly, a government
official in one developing nation stated that students are

growing up with neither the desire nor the qualifications
to use their hands. Although technical and trade
schools exist in that country, enrollments are dropping,
even as the population increases.

Existence of high technology tndustries

Often a small number of high technology industries
within a nation ean provide the nucleus around which
computer development can grow. This is most obvious,
although not limited to, oil producing countries. For
example, many of the smaller airlines have justified
reservation system computers on a combination
cost/country-training basis. To speak to a previous
point, in many of these cases it was necessary to advise
the airlines to wait until the communications facilities
within their own country could support a reservations
system.

Banks often serve as the computer nucleus of a
nation. Many Managing Directors of these institutions,
however, will tell you the sad stories of training pro-
grammers, only to have them leave for higher paying
positions as that nation’s manufacturing group started
to install machines.

Although not falling strictly within this category,
computers depend on high technology industires for
their daily operation. For example, the power require-
ments of computers are quite stringent. Voltage varia-
tions due to inadequate federal power service will
cause malfunctions if they exceed allowable limits.
It’s clear that anything that stops the supply of power
(a prevalent malady in developing countries) also will
halt completely computer production.”

Financial commzetment of a nation

Most important to.the growth of computers is the
financial climate under which they can be installed.
Onece again, the worthlessness of currency outside the
nation’s boundaries is critical. In one country, com-
puter equipment was first priced internationally, then
subject to a doubling factor as a penalty for using
foreign exchange (since the vendor would not aceept
local currency) and finally, subject to a 100 percent tax
on the original amount. Users who wanted hardware
paid triple price. : L ;

On top of that, a vendor was maintaining a certain
number of machine models in that country. When asked
to supply a higher model in the series, the company
requested the equivalent of several hundred thousand
dollars extra to staff a speecial maintenance force and
carry spare parts. ‘
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Computers need a complete stock of parts close by.
Often they cannot be flown in from another country
because ‘the ensuing red tape caused by “purchasing”
in foreign exchange rears its head. The charge by the
previously named vendor was probably justified
because the company knew that a week-to-month delay
in getting the machine “up” would not be tolerated by
the customer even though it was the customer’s own
governmental regulations which caused the bottleneck.

Conversely, that same vendor is well known for
selling its obsolete models to emerging nations for their
local currency. This policy has a great many advan-
tages. First, the hardware has proven itself over the
years and maintenance problems have been identified
and categorized. Second, a great many standard soft-
ware packages exist for such models and with adequate
planning, an emerging nation can get much more than
its money’s worth by buying such a computer with
available utility and application software. Third, of
course, those nations can get equipment by spending
their unrecognized currency, thus saving their des-
perately insufficient dollars, pounds or francs.

While Singapore has had a mixed series of reactions
with computers, one factor strongly contributes to
their growth in the country;it’s a free port and no duty
is charged on EDP devices. However, until recently a
duty was levied on carbon paper according to the area
of the paper, rather than by the sheet. Until this was
changed, printer-paper was a first class luxury item,
rather than a negligible cost supply as it is in the U.S.4

COSTS VERSUS BENEFITS

Items to consider

Such discussions lead to the next category; cost
versus benefits. First, a number of United States
industries lose money on computer applications and a
developing country can’t afford to do that. One reason
for the loss is that these U.S. corporations spread their
applications thinly. Any country can concentrate on
one, two or perhaps up to 5 percent of standard ap-
plications and do an exeellent job in terms of technical
and economic measurements. The United States proved
this when they used the first generation of computer
equipment. The problem comes when countries try to
expand too rapidly, or add too much at one time.
Therefore, “limitation’ is the initial secret to having
benefits exceed the liabilities.

Next, it is important to recognize exactly why com-
puters are introduced in various locations. If one wants
to lose money he should recognize in advance that he is

going to do so. For example, the use of a computer as a
status symbol in an emerging nation is quite common,
although its justification is hidden under the guise of
“competitive necessary.” We have seen this particularly
in the case of airlines, where the only thing they have to
sell is service, and while the computer won’t reduce
costs in a country where wages are low and unemploy-
ment is high, the appearance to the public of a mech-
anized reservations systems is important to them. No
doubt, status might be a very good reason in a very few
cases for installing a computer. The key is to recognize
it and admit it.

In early development stages, as discussed previously,
usually no credit system exists. Payrolls are constantly
paid in the cash of the land, and checks are virtually
unknown. Therefore, the most basie system installed in
the United States becomes useless for a number of years
in this emerging “‘checkless society.”

Inventory control is another basic United States
package, which begins to become valuable in developing
countries. Most particularly, the control of high unit-
priced items will tend to save dispersion of foreign
funds. Inventory control isn’t necessary if the items are
relatively inexpensive, and a large unemployed labor
force exists. If, however, the items are high volume and
expensive, such as drugs, inventory control could
pay off in making sure that proper utilization limits the
need for foreign currency to purchase additional
amounts until they are really needed.

One of the largest engineering organizations in India,
the Tata Engineering and Locomotive Company in
Jamshedpur, stated that as early as 1969 it was able to
save $8,000,000 in its inventory control by using com-
puterized programs. In addition, in a different type of
inventory control computers helped the Indian Railways
locate hundreds of “lost” freight cars and coaches.!

Earlier we discussed the obvious benefits where a
vendor will sell his older equipment in local currency,
and probably accept that same local currency for
maintenance. Along the same line, we do not under-
estimate the impact of the mini-computer market. For
initial applications, no longer is the $100,000-on-up
computer necessary. For reasons of staffing and finances,
very few mini-computer manufacturers have entered
emerging nations. We feel that the loss is primarily
theirs, and that intelligent marketing combined with
support would yield them a much higher profit than that
accruing to major manufacturers who maintain large
facilities in these remote locations.

Conversely, the mini forces must not follow in the
footsteps of the ‘“love ’em and leave ’em’ salesmen.
That trend is now well recognized, and new companies
entering the field will be questioned in great detail
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concerning their method of supporting the software as
well as the hardware, and means of training the national
personnel. The problems will be greater because emer-
ging nations are becoming smarter, but the profits for
the vendor and savings for the customer exist in this
low-priced computer field.

One of the great danger areas where costs can exceed
benefits is, of course, where people are displaced in an
economy which already has a high unemployment rate.
One must be careful not to overstate the situation
because the masses of unemployed in many nations
might be incapable of performing even the clerical
functions which are considered replaceable by a com-
puter. Therefore, the ‘replaceable” labor force may
be a small percentage of those masses.

In an emerging country, especially one that is now
considering computers, it is quite possible that the types
of jobs handled by the ‘“replaceable” clerks are multi-
plying in other sectors. While it may not appear so at
first glance, a detailed study may indeed show that for
the clerieal level and above, there is a rising economy
and jobs can be found.

However, trade unions in India have complained of
the use of computers, contending that with the vast
manpower available, there is no justification for
automation. The Government of India has been
responsive to these arguments, and has adopted a policy
of a “gradual switch to automation.”

Conversely, India’s computer growth (there are
about 150 machines in the country in 1971) has opened
a new line of jobs. IBM states they have trained nearly
125,000 Indian technicians in programming and other
computer disciplines. These graduates have found
jobs in India, Canada, Australia, the U.S. and other
locations.!

Furthermore, a salary inflation can happen which
throws wages askew. This occurred in the United States
with engineers, then with high technology experts and
finally with computer programmers. The crafts de-
veloped so quickly that people to perform needed
technical funetions were searce. Fairly soon the salaries
necessary to attract such employees placed them in
much higher salary brackets than their peers in the
same company. Dissatisfaction was the minimum
condition which resulted.

Conversely, the wage structures in many government
institutions have been guided by long-standing financial
instructions and general orders. These were drawn up
before computers came on the scene, and before new
skills and techniques connected with automatic data
processing were developed. It isn’t surprising that such
a wage structure becomes unrealistic, since such
regulations regard programmers and machine operators

as just another set of clerical staff. Therefore, where the
choice exists, these people migrate to private industry.
Case after case has occurred where government and
banks lose programmers -to the airlines, oil companies
and private institutions.

One must determine the true social costs of computer
personnel, ranging from the ones who are paid higher
than normal to the unemployed. Most generally in an
emerging nation it is important to get people working,
and this objective is diametrically opposed to the
United States commereial computer installation where
its primary objective is to reduce high labor costs.

One cannot stress enough the advantages from a
cost/benefit basis of standardized software applications.
An emerging country rarely has enough personnel to
maintain and run their system; no less to. design it.
In one case, we had a difficult time advising an airline

" to use either the Univac or IBM reservations system,

since these were the only industry standards. U.S.
airlines can testify to the horrors of developing such a
complicated process with a vendor who has never done
it before. ,

To give another example, so many common inventory
control packages exist that it is shear foolishness to
invoke the Not Invented Here (NTH) factor and design
a new one. The first concern of an implementation
manager in a developing nation should be to collect all
the available packages capable of being run on the
computer for the application that he wishes to place.
These should be stated when performing a feasibility
planning study prior to either approving the application
or ordering the hardware. As a matter of fact, in some
cases the available packages might even dictate the
hardware to be acquired.

Finally, we stress again that the use of computers for
planning purposes is almost always considered a cost
and rarely a benefit. This just simply isn’t true if it can
be utilized properly to develop strategies and alterna-
tives for projects as important as national five-year
plans. Operations research, simulation and modeling
techniques have a definite purpose on a mechanized
basis for a developing country. It would be well worth
the investment to train the ministerial levels and their
subordinates in the acceptance and use of such tech-
niques.

Finally, the NIH factor often comes into play to
prevent cooperation in developing EDP expertise.
Perhaps because of the administrative functions in-
volved there is very little coordination between users.
In Nigeria, for example, when 14 computers existed
(1969) there was no coordination or any centralized
services in any way. Basic information was scanty and
everyone thought they were developing their own
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technique first. Hence redundancy in this labor-critical
area occurred with all of its resulting waste.

The use of service bureaus gives an opportunity to
many government departments and industries to trade
valuable information and to “cut their teeth” on data
processing techniques. It also provides an excellent
training ground and a transition system while de-
veloping one’s own in-house equipment. Sometimes the
first industry to get a computer will make it available to
others. ICL has been one of the leaders in convincing its
customers to do this in emerging nations. '

However, service bureaus on an independent basis
could provide one of the best ways to start a country on
the EDP path. Expertise in termis of both software and
hardware would be centralized, and a systems design
force could exist to be made available to all companies
using the services. In general, the service bureau would
operate on a batch basis, but it could be available to aid
the telephone department in establishing initial in-
stallations of data processing lines.

Even developing countries must be allowed the use of
a computer for pure pleasure. A computerized totalizor
(““Tote Board”) has been placed in operation at
Djakarta, Indonesia’s racetrack. It accepts data from
up to 64 ticket issuing machines, and instantly cal-
culates the odds. The ‘‘core” consists of three mini-
computers and several multiplexors handling the
input lines.?

The feasibility planning study

Since it is virtually impossible to develop one formula
to relate areas of development, levels of development
and costs versus benefits, the use of a feasibility plan-
ning study before hardware or software commitments
are made is mandatory. At Arthur D. Little, Inc., a
procedure has been developed by Thorpe E. Wright,
and used quite successfully in emerging nations by this

author. The process involves the formulation of an

initial framework, then systematic expansion and
recalibration to produce a finished document.

It is necessary to make sets of assumptions, see what
results they yield, modify the original assumptions
when appropriate, then see how this affects the results.
Each of the six basic sections of the study may be
developed independently, based on the sections which
precede it. In a real sense, therefore, each section
provides the foundation upon which the subsequent
section is built, and therefore major additions or
changes to any one section may affect any of the other
sections.

The basic document, which is, at different stages of

its development, both a working document and a
finished systems plan, comprises six basic parts.

Introduction

The primary importance of this section is that it
establishes the need for the system. It should contain
information concerning the history or background
leading to and stating the need for the system. It may
also. include definitions of any terms used throughout
the document.

Objectives

This section specifies the objectives to be achieved
by the new system. It may also specify the manner or
style of operation to be achieved or preserved by the
new system. These objectives play a vital role in
systems design since they provide the context within
which various systems alternatives may be evaluated.
‘Without them it is often not possible to resolve systems
dilemmas.

Functional descriptions

This section contains statements of what the system
is to do and the services to be provided to various classes
of users. It also indicates in a general way the general
response time requirements to be met, such as on-line
response, daily processing cycle, etc. This section is
wholly “what’’ oriented, with little or no consideration
of how this is to be accomplished, and it is stated in
non-technical terms. 4

Performance specifications

This section contains statements of the amount of
work the proposed system must do. It includes such
things as estimated numbers of key items to be pro-
cessed, response time requirements for processing each
of these key items, and the required reliability and
operating performance for the system. Where the system
has on-line terminals, it also includes estimates of the
numbers of such terminals.

Design specifications

This section contains a proposed system of hardware
and software eapable of meeting the requirements
stated in the previous three sections. The primary
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purposes of this section are to assure that the system is
technically feasible, and to design a realistic configura-
tion to derive cost estimates for the system. Specifically,
it contains rough estimates of overall system cost and
time to complete the system. It is the most technically-
oriented section of the six.

Feasibility analysis

This section contains statements of the four types of
feasibility of a proposed system: technical, economie,
acceptability to users, and legal acceptability. Technical
feasibility is primarily comprised of statements con-
cerned with whether the proposed system is workable
and capable of meeting the specified performance
requirements within the required time frame. It is also
concerned with aspects of continuity of system per-
formance where this is implied or stated in the per-
formance specifications.

Economic feasibility is primarily comprised of
various analyses and statements concerning the net
savings (revenues or gross savings minus start-up and
operating costs) and other tangible and intangible net
benefits (advantages minus disadvantages) associated
with the proposed system.

The third part is concerned with the aceeptability of
the proposed system services to users at various levels
including the management level and the operator level.
Where system users are outside the company, this might
also involve marketing research studies. It also should
involve a comparison of the final system design back to
its objectives (Section 2) to assure that the objectives
have been adequately satisfied.

This final category is primarily concerned with
possible legal implieations of providing the proposed
system services. The government regulations of de-
veloping countries are often so rigid that system changes
must be implemented to conform to them.

The feasibility planning process requires the close
collaboration of two groups: user-management and the
project study team. The user management is responsible
for the content of certain parts of the study (specifically,
Sections 2 and 3), while the project study team is
responsible for the others, and may assist in the prepa-
ration of Sections 2 and 3.

The basic functions of the project study team are to
make suggestions to the user management group, to do
the staff work required to develop certain basic data
about the system, and to determine the implications of
various assumptions about what the system might do.
The basic funetions of the user management group is
to assume the responsibility for the content of Sections

2 and 3 (Objectives and Functional Descriptions),
and to make decisions concerning various system
alternatives based on information presented to them by
the project study team. Each group requires the other.
The user management, group is not normally capable of
doing the required technical staff work whereas the
project study team must carefully avoid making the
required top management decisions or approving its
own study results. '

A key feature of the feasibility planning process is
that it is only necessary that anyone who is not a data
processing specialist, understand Sections 1, 2, 3, and 6
in order to understand fully what the system is and
what its implications are. Since these key sections are
written in non-technical language, it is easy for a person
who is not trained in the EDP-related technologies to
understand the system at any point in its development.

CONCLUSIONS

The purpose of this report has been to set out a series of
guidelines on which to judge the most attractive com-
puter applications in developing countries. It viewed
the problem from three areas; priority development,
levels of overall development and cost versus benefits.
It discussed the primary division of countries into
either natural resources or labor intensive categories,
and added in a general sense the public and private
services sector.

Under levels of development, it discussed four major
categories : communications, education, high technology
industries, and the financial commitment of the nation.
Cost versus benefits were reviewed by setting forth a
number of items to take into consideration, stressing
that their applicability depended entirely on the nation
and on the process under consideration. Finally, this
paper gave a suggested method for performing a
feasibility study before an emerging nation commits
itself to hardware or other costs.

Key to the entire application of these ideas is the
need to get away from generalities when discussing
each problem. It has been the author’s experience that
no such thing as an average nation at an average state
of development exists. It is extremely difficult to judge
development on an overall basis since a country might
be extremely well developed in one or two areas and
backward in others.

Finally, and most emphatically, the paper stresses
that computer applications should each be considered
on their own merits; that standardized equipment and
software must be used in the early stages and that
maintenance of both the hardware and software must
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be assured by the vendor before implementation begins.
To this end, a feasibility study is essential both from a
standpoint of justifying dollars and applications and
from the standpoint of foreing its originators to set
down in speecific terms, the objectives, the approach,
and ways of measuring the accomplishments.
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‘Notions about installing and maintaining
a population register in Brazil

by ANTONIO LUIZ DE MESQUITA

SERPRO/R. Eduardo Guinle 61
Rio, Brazil

INTRODUCTION

The problem of implementing and maintaining a cen-
tralized population register in a country as large as Brazil
is a complex undertaking. This paper presents some
facts and ideas underlying the work under way for the
automation of the clerical and bureaucratic tasks of our
government. A reliable Population Register system
will undoubtedly be one of its cornerstones.

ENVIRONMENT

Status of data processing in government

Brazil is a Federative Republic of twenty two states
comprising more than 4000 municipalities. At the fed-
eral level, most of the data processing is performed by
SERPRO, a public company owned by the Treasury
Department. It was founded in December 1964 by re-
commendation of the Administrative Reform Commis-
sion, in such a way as to encompass all of the data
processing equipment and know-how then existing at
that Department, including two 1401s and two
UNIVAC 1004s, and employed approximately 40 pro-
fessionals. SERPRO today has offices throughout
Brazil and employs some 3000 people, dedicated to
data processing. Its data processing equipment monthly
bill is now of the order of 300,000 US dollars.

At the state level, only six out of twenty two state
governments run their own data processing agencies,
most of them organized as public companies, sometimes
with the participation of private owners. Most of the
state governments do not use data processing at all. The
same is true for all but ten of the municipalities.

There is little use of data processing for defense.
Computers are used by the military mostly for clerical
purposes.
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For federal and state government the two main appli-
cations developed are tax collection and payroll. The
biggest success is in the area of income tax collection,
controlled at the federal level.

From 1965 to 1970 the number of income tax payers
grew more than twentyfold. In 1969, for the first
time, the Treasury Department mailed back income
tax refund checks, about 400,000 of them. This has in-
creased to 900,000 in 1970. SERPRO has had prime
responsibility for this breakthrough. There has also
been a continuing effort toward the improvement of
the quality of information by convincing public officials
of its value.

No major advances have been introduced in the areas
of data storage and data utilization. In the field of
data processing, tape oriented and straightforward re-
port generation techniques are still used.

The database concept, as well as some of the most
recent tools of data utilization for management and
planning, are now under study, on an experimental
basis only.

Communications network development

In this area our federal government set up a special
fund in 1967 to finance the improvement of the coun-
try’s long distance communication network. A new
company has been formed and it supervises the instal-
lation of about five million usable voice channel-kil-
ometers in microwave linkages.

The program, costing some fifty billion dollars, is
planned to become operational in mid-1972. The first
benefits are however already here. A new breeze is blow-
ing over our local telephone companies. New regulations
have allowed them to be funded directly from the sub-
seriber. Also the quality of long distance calls has im-
proved and is exerting pressure on local services. The
telephone system is thus becoming a reality in Brazil.
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The mail system however has not kept pace. Only
now are the first automatic letter dispatchers going
into operation. The Post Office has been turned into a
publiec company, and this will certainly help to improve
future services. One third of the city of S. Paulo, the
Brazilian huge industrial metropolis, still lacks the serv-
ices of a postman.

Use of identification cards

Identification cards are sometimes not used in con-
nection with Population Register. In Holland the Popu-
lation Register does not inform the individual of his
identification number.

In Brazil, despite the non-existence of a centralized
register system, identification cards are used and citi-
zens are required to display them often. Partly for this
reason, there exists a reasonable number of public
agencies legally empowered to deliver identification
documents, though each has a well defined and dis-
tinctive prime objective in mind. Driver licenses,
labor cards, income tax cards duplicate in many as-
pects the regular identification cards. Even the latter
are not issued by a single agency. '

If this number were unique and were carried on an
identification card together with other identification
information, it would assure local auditing of the num-
ber’s use and a permanent feedback system through
the individual’s reporting to the government. The use
of magnetic character printing for the identification
number in the eard would also avoid its misuse.

Our basic problem in this respect is therefore to unify
all of the existing identification documents into a single,
multipurpose standard identification card. The legal
support for this matter has already been established
and requires as of now just small changes.

The Population Register under study

A Population Register is, in my understanding, a
system which basically allows substitution of a non-
unique alphabetic person identifier (i.e., person names),
by a non-ambiguous code number. The principal prop-
erties of this number are uniqueness, ease of use and
universality. Uniqueness is its most important prop-
erty and requires the sustaining services of sophisti-
cated computer systems.

Computer hardware is so powerful nowadays it re-
quires no longer code numbers to carry particular
meaning, such as a digit for sex, two for birth date,
ete. . .. This may have been a must for systems of some

years ago where the code had to play the role of ad-
dresses and retrieval keys. Today, sequential coding

_provides the necessary flexibility to management, and

a measure of protection against privacy disclosures.
The ultimate goals of a Population Register are:

(i) the simplification of administrative routines;
(ii) the control of population on an individual basis
and the full use of social legislation; and
(iii) the reduction of the burden of the government
over society.

To meet these objectives the Population Register has
to assure:

(i) uniqueness;

(ii) universality;

(iii) minimum delay between the actual event that
generates data and its incorporation into the
files; and

(iv) suitable response time for a broad class of users.

Two types of information have to be maintained in
the Population Register files:

(1) the identification information;

(ii) general purpose information, i.e., non-identifi-
cation information interesting to a large num-
ber of users (such as address, education level,
ete.).

There is a large spectrum of identification data about
individuals. These data differ-in their frequency of up-
dating and change, easiness of collection and number
of possible values. The selection of the identification
data is a vital point in the design of the control system.
For each selected identification set there is a measurable
probability of identifying a unique person. This proba-
bility has to be as high as possible, provided:

(i) the update and response times are not substan-
tially degraded; and

(ii) the system’s cost and complexity are kept under
reasonable limits.

The solution proposed for the Brazilian Population
Register Control System incorporates the use of Master
and Complementary Files. The latter serves the pur-
pose of resolving indeterminacy questions which may
occur when searching the Master File. Taking advan-
tage of modern hardware (specifically direct access
storage) the system is being conceived with the Master
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File permanently on-line, and the Complementary File
scheduled on-line. »

The objective of the Master File with entries by
name and identification number, is to maintain per-
manently a cross-reference between these two person
identifiers. Sex, date and place of birth are the other
identification data items maintained on-line. Compress-
ing techinques for data compactation are necessary be-
cause the premium on secondary storage space is
greater than in processing time. Names have to be
normalized and sometimes shortened, in which case a
name’s complement is recorded in the Complementary
File.

Database/Data Communication philosophy is em-
ployed all along the system’s design, as we will enforce
the use of file handlers and transaction oriented soft-
ware. However, the system is planned to start operat-
ing in bateh. Future transition to an integrated data
processing system, requiring an on-line communication
environment, will probably be attained without too
large an effort.

The role of the Population Register Control System
at that time will be to exercise control over population
decentralized databases, both functionally and geo-
graphically. Among these databases we may count on
having the Soecial Security Pension Plan, the Medic
Care, the Income Tax, Labor Funds, and Popular
Savings Bank, to mention just a few. The Central Con-
trol System will avoid redundant and contradictory
data collection and storage, having it centrally con-
trolled and maintained. Local databases will supply
detailed information where needed. Centralized pro-
cessing will consolidate data into higher levels of aggre-
gation. The exchange of information among the local
databases will also be assured and disciplined by the
Central Control System.

SERPRO, being the largest data processing agency
for the federal government, is the natural vehicle to
pursue these plans and to turn them into reality in the
next 4 or 5 years. Other government data processing
facilities will make use of SERPRO’s services via
terminals. The system will become a nation-wide gov-
ernment information system.

IMPLEMENTATION

The usefulness of a Population Register is related to
the frequency people need to report their identifieation.
The quality of information, viz., its level of updating,
accuracy, etc., depends on the pressures exerted over
the system by its users. The larger the universe of
users, the better we think the system will work and in

general, the higher the quality of the information it will
provide.

To implement the system, a new identification has to
be provided for every ecitizen. This must be done as
much as possible in accordance with the existing body
of laws and regulations.

A practical way of issuing to a significant amount
of citizens their new identification in a relatively short
period of time is to make use of a simple sequential
coding system. A census like campaign can achieve this
goal. Pre-numbered identification forms will be dis-
tributed to the population thus tying the data collected
about a person with the code number which has been
assigned to him. During this phase it is not recom-
mended to centralize geographically the assignment of
identification numbers to persons, for this would slow
down the impetus of the campaign.

Checks for code duplicates and for data validation
would have to be carried out at file creation time. Also,
provisions have to be taken to convert files containing
the existing and varied identification information. Cor-
respondence files will have to be established and main-
tained between the new and the old identification sys-
tem throughout the duration of this phase.

At its end we will switch to a centralized code assign-
ment operation. From this moment all data validation
will have to be performed before a person is admitted
to the Register. At this time the system may be fully
operational, although expansions and adjustments will
have to be expected.

Databases are fragile. Checkpoint and recovery pro-
cedures must be carefully thought out. Tape copies of
the disk files have to be produced periodically. This is
better justified if it takes place when exhaustive file
searches become necessary to satisfy new requests.

There must also exist a single responsible institution
for reporting updated information about each data
item in the Population Register files. This is a key
point in the updating process, where, once more, turn
around time has to be very short.

CONCLUSION

Emerging nations must take advantage of their late
start in many technological areas. In this regard, data
processing in Brazil has to follow the steps we took in
developing our long distance communication network.
We started late, from serateh, and are making use of
the most recent technology.

This must happen too in the field of data processing,
mostly inside the government. In data processing the
principal problem which must be solved is that of
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manning the new technology in order to reconcile the
requirements for software and hardware. This was not
necessary in communications and in this respect im-
plementation of the two technologies differ. One ap-
proach to solving the data processing problem is
through local computer vendors. They must begin to

rely on local talents not only for marketing and manu-
facturing, but also for product development. This
change in the rules of investment policy followed today
will guarantee the catalytic element that will bring
forth a locally developed technological society in this
branch of activity.



The neurotron monitor system*

by RICHARD A. ASCHENBRENNER, LAWRENCE AMIOT and N. K. NATARAJAN

Argonne National Laboratory
Argonne, Illinois

INTRODUCTION

The subject of performance monitoring and measure-
ment has grown from infancy to childhood, and with
this growth came substantial performance improve-
ments even with superficial monitoring analysis. The
recent increased interest in applying measurement
techniques by manufacturers and users of large systems
stems mainly from the high cost of development, pur-
chase, and use of such systems. This cost obligates
each to obtain quantitative information on the dynamic
behavior of proposed or purchased equipment and soft-
ware. This quantitative information is necessary when
a determination is to be made of the difference between
potential and actual performance of hardware and
software.l:2%

In addition, the particular areas of interest at
Argonne National Laboratory which have benefited
from the development of hardware and software
monitoring techniques are: (1) configuration analysis
and optimization; (2) ‘‘large” program profile analysis;
(3) simulation analysis; and (4) computer architecture
studies. Each area requires a parametric description of
the system for solution. Most important, and even
more elementary, is selection and quantification of the
independent parameters or variables, rather than just of
the measures which indicate performance for a particular
sttuation. The methods used to evaluate and predict
system performanece must provide insight into how
complex systems function; they must provide insight
into the most important parameters and measures of
the system; and they must also provide quantitative
information on the sensitivity of these measures.
System software menitors, program analyzers, and
hardware monitors have each made their contributions
in performance evaluation and prediction. '

* Work performed under the auspices of the U.S. Atomic Energy
Commission.
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HARDWARE MONITORING

Hardware monitoring offers the ability to obtain
information on system performance by directly at-
taching probes on a host system. Mieroevent analysis
which would take inordinate time by means of timer
trace simulation or gross statistics gathering can best be
obtained by hardware monitors where event measure-
ments can easily be selected and varied to minimize
voluminous amounts of data recording.

Hardware monitoring has the obvious advantage of
measuring systems which have no easily implemented
means of software monitoring, or where the introduction
of such artifact would cause system degradation. This is
true especially in the computer-automated experiments
and real-time or communications-oriented systems.
Similarly, it is advantageous when the software artifact
introduced affects the measurement statistics.

Previous studies using available hardware monitors
demonstrated the need to obtain information direetly
at a more primitive level, greater in quantity, at higher
bandwidths, and with more convenient and accessible
output facilities. To this end, a hardware monitor
project was initiated at Argonne National Laboratory
to achieve a more creditable means of system measure-
ment and evaluation. o

This monitor has demonstrated its ability to interaet
with the monitoring process and to provide analysis
and display concurrent with measurements. This
monitor development has also aided in solving the
problem of information loss due to sampling while
reducing the data collection rates and raw data storage
and proeessing requirements.

“Neurotron’ monitar

The design of the Argonne “Neurotron” monitor
overcomes the previously stated deficiencies in many
hardware monitors, and in addition provides inter-
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Figure 1—Photograph of the ‘Neurotron’ monitor

action by operator or program with the data accumula-
tion, analysis, and display. This interactive (rather than
passive) monitor is based around a minicomputer,
storage display, tape unit, and specialized computer-
controlled logic and data accumulation hardware.
This interactive ability has also been the basis of design
for the future communications between the hardware
and software monitor processes.

The goals of the monitor development were as follows:

1. Capability of high bandwidth in logic and data
accumulation facilities.

2. Program-controlled logie for selecting or filtering
events based on current experiment or recently
collected data.

3. Capability of obtaining data at subinstruction or
instruction level as well as gross operating
statistics.

4. Capability of response to events or interrupts of
interest within a reasonable interval or to

“automatically’” select monitoring periods during

events of interest.

5. Capability of recording and analyzing events or
sequences with short (millisec) perturbations as
oceurs in many ‘‘real-time” systems as well as
presenting statistics on long-term variations,

6. Graphic output for providing messages and

snapshots of the monitoring process to operators
or experimenters. k

7. Capability of obtaining information felt neces-
sary for examining the highest performance
processor locally available (360/MOD 75).

8. Inexpensive and portable as possible in order

that remotely located computer systems could
utilize the equipment.

9. Relative ease in adapting hardware to new
experiments or expanding .the equipment as
monitoring experience evolves.

10. Form a basis for a combination hardware-
software monitoring process when further under-
standing of this process is available.

Figure 1 is a photograph of the equipment, and
Figure 2 is a functional description.

The mini-CPU is used as the monitor control element.
The computer coordinates the operation of the I/0,
logic selection, algorithm selection for the Random
Access Memory and arithmetic unit, programmed
logie, counters and sequencers. This coordination is
performed under a multiprogramming-priority system.
Display programs, data acquisition programs, and
analysis programs individually have priorities attached
in addition to the priorities normally associated with
I/0 and probe interrupts.

Monator elements

The basis for monitor data acquisition is the pro-
grammed selection and control of the elements in the
monitor. In addition to the computer program selection
of elements and paths, a 36 X 24 patchboard programmer
is included to aid in the 1/0 selection.

Control elements

Programmable logic and registers which can be set
and read by either the CPU or the external environ-
ment, form the main communication link. These

EXTERNAL
SYSTEM

1/0 SELECTION

LOGIC

, seLECTION]
I 1 . LOGIC
32 COMPARA!
TAPE COUNTERS ETC

CONSOLE | IrcoriTHM - 25616 | SEQUENCERS I
SELECTION RAM

—
-]
=<
¥
=)

ARITHMETIC

HARD uNIT
coPY

Figure 2—Functional description of the ‘Neurotron’ system
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registers control the selection of input probes, logic
selection, start/stop control, sequence configuration,
transmission paths, and other control functions de-
pending on the particular experiment in progress.

Logical elements

More typical of conventional monitors are com-
binatorial logic elements, decoders, comparators, and
pulse generators. These devices are used in performing
logical processing on the input signals. Thirty-two 40
MHertz counters are available for event counting or
timing. Each counter or group of counters can be
selected by program for start/stop, read, or read and
clear. In this manner, sampling intervals are com-
pletely at program discretion.

Sequencers

Sequencers are logical devices used in the deter-
mination of event occurrences relative to previous or
subsequent events. Events may be addresses, instruc-
tions, device movements, encoded signals, ete. Each
sequencer is designed to aceept pulses representing an
event and to track subsequent events. If a break in the
defined series of events occurs, an output is enabled
which can control other sequences, logical changes, or
be used for counting or timing. Each physical device can
be used for the sequencing of three events; however,
sequencers can be chained to much longer lengths.
Sequence detection experiments typically use from
2 to 16 events.

Random access memory (RAM)

A key element in the acquisition of data is a Random
Access Memory and associated arithmetic unit. The
RAM consists of 60 nanosecond access monolithic chips
organized in a basic configuration of 256 words by
16 bits. Depending on the selection of the experiment,
however, it ean be used in configurations of 512X8,
256X16, or 12832 bits, The CPU and external
system can access this memory in several modes; e.g.,
write, read only, increment, and read/clear. In addition,
control over external access is maintained by the CPU.

Data processing

Data processing is performed by combining and
controlling the physical elements in the ‘“Neurotron”
monitor, accessing the contents of these elements by

CPU UTILIZATION 607
CPU TIME. 1/0 OVERLAP 407
TOTAL TIME, 1/0 ONLY 407
SUPERVISOR STATE Sez
SUPERVISOR ACTIVE 257
WAIT PENDING., 2301 30x
2381 ACTIVE (I1/0 TOTAL) 207
CTC WAIT 8%
MOD 3@ USE OF SHRARED FILE 834
S0 MUX USE BY REMOTE BRTCH 8%
5@ MUX USE 2821-v 85x

Figure 3—Text display of an activity interval

the CPU, and analyzing, recording, and displaying the
effects of the monitored events.

Text displays

A typical output display is shown in Figure 3. The
interval for sampling and the information displayed is
selected by the operator or experimenter, constrained,
obviously, by the monitored entities. Information can
be presented in bar graph form if desired rather than in
the text form illustrated.

Similar display and recording can be accomplished
by encoding of events such as interrupts, device ac-
cesses, and channel use, limited generally only by the
ingenuity of the experimenter.

Instruction analysis

In gathering statistics on instruction distributions
correlated with I/O activity, time, program keys, or
other events, the RAM is used as a 256X 16 bit ac-
cumulator. That is, the instruction format (up to 8
bits) is used as the address field in accessing the
memory. On each instruction execution (or instruction
issuance depending on the host system architecture or
statistic of interest) the RAM is accessed at the location
specified by the address, updated by a count of 1, and
restored to memory. The unit was designed to perform
the update in less than 200 ns (sufficient for current
equipment at the Laboratory). The sampling interval
can be controlled by a CPU data collection program
driven by a programmable clock, or can be determined
by externally triggered or internally calculated events.
By sampling interval is meant the time during which
every Instruction is monitored, counted, and totals are
read into the CPU memory. Normally, at the end of
each interval the data collection program can read or
read/clear all locations of interest in the RAM as well
as counters, communication registers, and other devices
in preparation for the next interval while event counting



34 Fall Joint Computer Conference, 1971

.

Figure 4—Distribution of instructions during sample interval

continues. The program may start and stop the collec-
tion of data during this interval, depending on the
allowable skew between the reading of all data and
continued accumulation (the degree of correlation).
Multiple samples can be retrieved, accumulated,
recorded, and displayed. An example of an instruction
distribution display for a sampled interval is shown in

TABLE I—Instruction Type Distribution During
Successive Intervals

TYPE INTERVAL I |INTERVAL II [INTERVAL IX

SPECIAL,

DECIMAL , 4.13% . 2.82% 2.26%

EDIT
CONTROL,
10 37% .38% - .45%
LOAD-STORE | o
INTEGER A3% 41.13% 45.36 %
INTEGER
ARITH. 10.24% 9.72% 7.76 %
LOAD- STORE
FLoar. pT. | 2-42% 1.94% 1.45%

FLOAT.

ARITH. .83 % .82 % .09%
BRANCH 27.86% | 26.04% | 24.69%
LOGICAL, .

TEST, 17.02% 17.15 % 17.94%
COMPARE

MEMORY ACCESSES
1

4K BLOCK ADDRESS
”

Figure 5—Memory activity display—interval 1

Figure 4. Selected portions or a condensation into
major categories can be displayed if desired. A con-
densation for a time period including the displayed
sample interval is shown in Table I.

Memory utilization

A similar approach is taken in monitoring address
streams. Since the current size of the RAM is 256
words, only 8 bits of an address stream are utilized. In
a one-million byte system, the host memory is parti-
tioned therefore into 4K byte blocks. Any memory
access of the host system increments the corresponding
location in the RAM. Concurrently this absolute
memory activity during a sampling interval can be
retrieved, recorded, or displayed. Examples of a
memory activity display for two consecutive sampled
intervals are shown in Figures 5 and 6. Each division on
the horizontal axis represents a 4K block of core, and
the vertical displacement (full scale=10° accesses)

MEMORY ACCESSES
1

4K BLOCK ADDRESS

Figure 6—Memory activity display—interval 2
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represents the absolute number of accesses made to
that block in the sampled interval. The build-up and
decay of utilization is quite obvious from these suc-
cessive displays. Since the displays are under program
control, scale changes and interval selections are avail-
able to the operator while absolute counts and corre-
lated information from counters or sequencers are also
displayed and recorded.

Memory accessing

In analyzing memory accessing in various systems, it

may be more important to know the read/write char-

acteristics and the relative magnitude of accesses than
the absolute memory utilization. In this type of experi-
ment the RAM is used as a 512X 8 bit memory with
even locations used for ‘read’ counting and odd locations
used for ‘write’ counting. Thus, 255 counts may be
accumulated in any sampling interval with counting
inhibited after 255 is reached. While these counts are
being retrieved and recorded, an operator display is
generated, as shown in Figure 7, in which each block
corresponds to a 4K byte segment of a one-million byte
memory. This display indicates those regions active for
read, write, or both, during the preceding interval and
also indicates those regions with no memory activity.
These latter regions may be allocated but are not
active. Similar displays can illustrate channel and/or
CPU access in each region.

Activity graphs

While statistics on memory or instructions are being
collected, other information ean be recorded in high-
speed counters during the corresponding interval.
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Figure 7—Memory access display—read/write activity
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Figure 8—Device activity history

Updated activity graphs can be generated by the
data acquisition programs indicating the most recent
history of the device or event of interest. Displays
similar to Figure 8 (indicating device activity in this
case, for the last 32 seconds) can be most interesting
and useful to operators and experimenters alike,
especially during periods of high activity.

Buffer analysis

Since the RAM can be loaded from either the CPU
or an external system, the memory and associated
arithmetic unit may be used as a large quantity of
comparators.

An example of this type of operation is in the analysis
of buffer type memories and their appropriate
algorithms 4 It is anticipated that hierarchy memories
will be usefully implemented in a variety of design
situations and it is necessary to determine their effects
on a range of applications and environments. One useful
technique currently implemented is called ‘‘congruence
mapping.” This technique has advantages both in ease
of implementation and aceess time relative to mapping
techniques necessitating a full associative search.
Buffer configurations are N XM blocks of B bytes
capacity each. The “Neurotron’ allows the simulation
of buffers up to 4X128 blocks. The: selection of the
address bits monitored determines the block capacity.
The Random Access Memory is organized into a
128X 32 bit memory, each word divided into four fields
of up to 8 bits each. Obviously, any submultiple of each
dimension can be used also. The number of successes
(buffer hits), the class level of the match (or replace-
ment) and other information is available for recording
for the currently implemented algorithms of least
recently used (LRU), first in-first out (FIFO), and
random replacement. Again, the sampling interval can
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REPLACEMENT TYPICAL
Nxmxp ALGORITHM | SUCCESS RATIO
4 X|28%64 LRU 97% -99%
2 X128 % 64 LRU 94%-98%
4128 x 32 LRU 97%-99%
2% 128 X 32 LRU 91%- 98%
4% 128 x 64 FIFO 95% - 99 %
2% 128 x 64 FIFO 94%-97%
4 %128 x 32 FIFO 92%- 96%
2% 128 x 32 FIFO 89%- 95%

TABLE IT—Typical Results Obtained by Address Stream
Monitoring, with ‘Neurotron’ Used as a Simulated
Buffer Memory

be determined by program, clock, interrupts, events,
ete.

By monitoring the various address-generating
mechanisms in a system without buffer capabilities,
the effects of buffer size and replacement algorithm on
such equipment can be determined. Table II indicates
results of a few randomly sampled intervals on a
S/360/MOD 75 with 1M byte of fast core. Similar
experiments have been performed on computer control
equipment, communications concentrators, and time-
sharing systems. Variations of this experiment are used
in analyzing use of distributed and read-only memory.

Data recording and display

Once data has been retrieved from counters, RAM or
communication registers, information buffers may be
updated, recorded, or displays generated. By use of
rotating buffers, double buffering and other techniques,
statistics with a resolution of a few milliseconds can be
recorded, or significant filtering and compression of
data can be performed before display or recording.

The interactive display: has provided a means of
pre-acquisition probe adjustment, judging the reason-
ableness of the on-line data acquisition and reduction
programs, and snapshots of the performance statisties
during data collection. It also provides information to
inquiries by means of messages, histograms, bar charts,
time plots, ete. This interactive capability has effected

a time savings not only during monitoring, but is
useful also in observations during post monitoring
analysis which may be performed in the monitor itself.

As anyone familiar with hardware monitoring tech-
niques can verify, the probing of a large number of
unfamiliar systems can be difficult. A display of the
information currently being processed has proved
useful in determining that probes have been properly
placed and are in working order. Similarly, since the
data acquisition programs are usually time or interrupt
dependent, the display can provide a means of judging
the necessary sampling intervals or buffering techniques
for the proper display and recording of data before final
monitor results are obtained.

Snapshot displays of the statistics are useful to
experimenters and operators interested in more imme-
diate information before postmonitoring analysis. This
information usually relates to device utilization,
interrupt activity and associated core utilization, and
channel activity. ’

This immediate data reduction can also potentially
provide feedback to software monitors executing in the
host system. Currently being designed is a channel
interface to IBM 360 equipment. It is felt that this
interface between our existing monitors will provide a
means for a more optimum collection of information for
both system and user programs. Our experience thus
far, however, has demonstrated the usefulness of inter-
active hardware monitors in several environments in
which no software monitors are available, or in which
the event bandwidth is outside the capability of those
monitors.

Software development

An on-line operating system for the ‘“Neurotron”
was developed® to service the diverse applications
anticipated. This operating system establishes an
environment for allowing a versatile priority structure
to be defined by the user programs. Although physical
interrupts and devices within the system are assigned
separate priorities, each program or module may have
separately assigned execution priorities. This allows
users to have dynamically varying priorities for various
modules based on current data rates, event occurrences,
program type, ete. The actual scheduling of programs
and interrupt connect/disconnect can occir by means
of keyboard input, interrupt occurrenee, or from another
routine. A rigid modular structure allowed the operating
system to be highly interruptable and greatly decreased
the development time. With the operating system is
provided a set of routines to aid users in the develop-
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ment of their applications. Programs for display, dump,
trace, interrupt connect, breakpoint, etc., are available
for debug and on-line use.

CONCLUSION

The development of the Neurotron has provided the
engineers and system programmers at Argonne with a
convenient means of monitoring the operation of a
variety of computing facilities. The monitor organization
and acquisition hardware have allowed the recording
of data whose collection heretofore was prohibitive,
expensive, or time-consuming. The interactive and
display capabilities of the system have provided the
user with the necessary facility for immediate inter-
rogation and presentation of data. It is estimated that
similar monitors could be made commercially available
for $35,000 to $65,000 depending on software provided,
logical features, ete.

Data of the type previously shown is continually
available to the user to provide the necessary operating
picture of the system. The monitoring work that has
been accomplished to date suggests the usefulness of a

real-time interaction between system monitoring (hard-
ware and software) and system programs such that
dynamic system adjustment is both possible and
useful.
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A simple thruput and response model
of EXEC 8 under swapping saturation

by J. C. STRAUSS

Washington University
Saint Louis, Missouri

INTRODUCTION

EXEC 8 is the multiprogramming, time sharing
operating system for the Univac 1100 eomputer
systems. EXEC 8 attempts to provide satisfactory
concurrent batch, demand (interactive), and real time
processing through ecomplicated priority scheduling
schemes for both real memory and CPU time allocation.
Basically, the scheduling schemes allow real time
service to have whatever resources it requires and
demand and batch service requests share the remainder.
The sharing algorithm is quite complicated; in essence,
however, it dynamically limits the time average impact
of demand service on the system performance to an
installation set limit function of the number of active
demand users. Within the demand and batch type
categories, time and core are allocated by exponential
scheduling algorithms biased to favor small jobs, but
constrained to service all jobs eventually. In addition,
EXEC 8 provides all the I/0 control, file handling,
diagnostic error testing, user support systems, etc.,
normally associated with third generation operating
systems. ‘

This paper presents a simple deterministic steady-
state model developed to help understand the gross
scheduling and resource allocation problems in the
operation and (particularly) the performance tuning of
EXEC 8. The model is concerned solely with the long-
term balance of demand and batch services; as such, it
does not concern itself with real time services and need
not concern itself with the standard operating system
user services.

This is but one of a number of attempts’~7 to model
significant behavioral aspeets of very complex com-
puting systems by simple models. Most of the referenced
papers present justification for the philosophy. To
avoid repetition here, suffice it to say that the problem
is basically no different than any complex system
modeling problem; i.e., groupings of interesting and
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significant behavioral aspects are isolated to preserve,
in some sense, a homomorphic mapping between the
original system and the reduced model. The verification
and interpretation problem is also similar to other
modeling and simulation situations; i.e., the model is
verified for measured behavior and employed to
predict unmeasured and/or unmeasurable behavior.
Here, too, the significant problem is to limit the aspira-
tions of the study and not attempt to employ the model
in situations that do not preserve the original homo-
morphic mapping.

This work on the performance model presented here
developed out of a larger system performance evaluation
and timing study concerning the 1108 operated by
SINTEF (a non-profit engineering research foundation)
for the Technical University of Norway (NTH),
Trondheim, Norway. This study was prompted by the
cireumstance of upgrading from a very satisfactory
Univac 1107 to an 1108 and experiencing an increase in
the installation cost/performance ratio. This was
subsequently explained by a number of factors such as
lower discount percentage on the 1108, minimum
EXEC 8 configuration, workload tuned to the 1107
EXEC 2, ete. However, this post facto analysis did
little to soften the blow. Also, in trying to analyze the
behavior of EXEC 8 with a view to tuning the system
control parameters for “optimum’ performance with
the local workload and configuration, it was determined
that Univac (at least in Europe) did not understand
EXEC 8 very well. Thus before initiating more am-
bitious measurement, analysis, and simulation projects
aimed at performance tuning, it was necessary to obtain
simple conceptual and analytic models of significant
behavioral aspects of the system.

The model developed is based on the not unreasonable
assumption that under heavy pressure for demand
service the single channel swapping device of the
NTH 1108 configuration will saturate and thereby
become the limiting resource to system performance.
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Most other simple models are based on limiting re-
source assumptions of one sort or another. For example,
in Reference 7 Kimbleton and Moore develop a simple
model of IBM 360/67 performance based on the
assumption that the CPU is the limiting resource.
While limiting resource models are certainly con-
ceptually and often analytically simple, their usefulness
1s very much dependent on the validity of the original
limiting resource assumption. The validity of the
swapping saturation assumption underlying the current
model is investigated here in concept, by measurement,
and finally directly in terms of the model parameters.

The extent to which the model is a success has to be
measured against its initial goals;i.e.: (1) to follow and
predict steady-state EXEC 8 performance as a function
of configuration and workload, and (2) to serve as a
focus for detailed study of EXEC 8 design, construc-
tion, and behavior. Both these points are discussed in
the sequel in light of presented results.

This paper is organized as follows: the next section
describes the manner in which the load is characterized
and presents those features of the EXEC 8 core and
CPU time scheduling algorithms that significantly
affect the average behavior of the system. The BASIC
MODEL section develops the basic model and the
VERIFICATION section attempts to verify this model
against behavior observed at NTH. The AUG-
MENTED MODEL section analyzes the shortcomings
of the basic model and proposes and verifies an aug-
mented model designed to correct problems due to
limited core space. The final section analyzes the region
of significance of the swapping saturation assumption
underlying both basic and augmented models. In
addition, some simple extensions involving queueing
theory are indicated.

LOAD AND SYSTEM CHARACTERISTICS

The manner in which the system load is characterized
is described and important features of EXEC 8 opera-
tion and behavior are presented.

Load

The model is intended to describe the steady-state
performance of the system under average loading
conditions. Such performance is almost assuredly not
the same as the performance under a uniform average
load characterized by the means of various distributions
describing the average load. However, for sake of
simplicity, a uniform average load is employed in the
subsequent model} development. This is a place to start
and perhaps as pointed out in References 2 and 4 some

interesting gross performance statistics can be obtained.
(While very interesting, it would be extremely expensive
to investigate the effects of this assumption experi-
mentally in a meaningful way. It certainly should be
pointed out, however, that the resulting model pre-
dictions will be optimistic at best. At NTH, it is hoped
to look at this question in detail with the aid of a
complete simulation model of EXEC 8 now under
development. )

Table I presents the average characteristics notation
employed to deseribe the load:

Core quanta

The core-time impact of a task in EXEC 8 is mea-
sured by its ecore quantum, ¥, which is related to the
core quantum time, @, of a task requiring C blocks of
core as follows:

¥=QC=20DY, e
where:

¥, is an installation specified value. (The NTH
EXEC 8 employs ¥, =512 block.ms)

P, is the core priority level of the task. (In EXEC 8,
the core priority level of a batch task is fixed at its
run priority level [typically 6] while the core priority
level of a demand task starts at level 2 and increases
with each successive level of the exponential CPU
time scheduling algorithm that the task experiences
[actual core and CPU priority is in inverse order of
level number; typically, the priority level of an
interactive task remains at level 27).

Unfortunately for ease of analysis, the core quantum
time, @, of a task is not elapsed time in core, but rather

TABLE I—Load Characteristics Notation

Baich Demand

Average core requirements including
non-resident executive functions that
must be loaded Cy Cq
(in units of 512 word blocks)
Average CPU time per task core residence
(i.e., per swap) 73 ta
Number of open/active jobs Ny na
(N is an installation parameter and
constant under heavy load while 4
describes demand load with the .
installation fixing an upper bound)
Average total CPU time per job Ty
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is measured in terms of CPU time and channel time
charged to the task (concurrent usage is only charged
once).

Demand impact control philosophy

EXEC 8 attempts to limit the impact of demand
service on system performance by dynamically ad-
justing system behavior to maintain a statistic referred
to here as the demand service ratio, DSR, at an in-
stallation specified limit function of the number of
active demand users, nq. The value of this statistic is
computed at six second intervals and averaged over the
last several minutes of operation. If necessary, EXEC 8
temporarily raises the core priority of the next batch
task to insure loading and increases its core quantum,
¥,, to correct the measured DSR to the desired DSR
during the next six second interval. The DSR is defined
as:

DSR = (Core quanta charged to demand+core-time
product of total swap activity)/(Core quanta
charged to both bateh and demand+core-
time product of total swap activity) ~ (2)

To further quantify this relation, it is necessary to
develop more precise terminology.

EXEC 8 core scheduling algorithm

In terms of core quanta, the EXEC 8 core scheduling
algorithm exhibits the following behavior:

(1) When core conditions change, the highest core
priority task ready for load-in is checked for
ability to fit in the available space. If possible,
space is reserved and a swap-in is initiated. If
not, the task type is checked; if a batch task, the
next lower priority ready task is checked, etc.;
if a demand task, the core scheduler is dis-
engaged until the next core status change. In
order to prevent excessive delays, wait times are
accumulated on each of the waiting tasks and
after too long a wait, core entry is forced by
temporarily raising the core priority.

(2) Once in core, a task is guaranteed of remaining

“for its full core quantum or until it voluntarily
relinquishes core control by entering a terminal
I/O or long wait state or unless exceptional
system conditions such as I/O buffer full state
oceur. ’

(3) Upon completing its core quantum, a task is
considered swappable by a higher core priority

demand task. In the absence of demand task
pressure, the system does relatively little swap-
ping. The main cause of swapping in a pure
batch environment is dynamic facilities con-
flicts caused generally by two core resident jobs
employing the same system processor (e.g.,
FORTRAN) resulting in a long wait state which
may lead to swapping.

From a uniform load, steady-state modeling view-
point, the problem is to abstract the important aspects
of the fairly complicated core scheduling algorithm and
ignore fine structure details such as the controls to deal
with excessive waits by tasks with large core require-
ments.

CPU time scheduling algorithm

Once a task has received core, it is subjeet to a com-
plex multilevel exponential CPU seheduling algorithm.
Fortunately, from a steady-state modeling viewpoint
for a limited core configuration such as that of NTH,
CPU scheduling has smaller impact on system per-
formance and therefore need not be given as much
attention here as core scheduling. For sake of complete-
ness though, the essence of the algorithm is as follows:

(1) A queue of queues is maintained for both batch
and demand type tasks. Each successive queue
is a higher level and has associated with it a lower
CPU priority and a larger CPU time quantum.

(2) Both batch and demand tasks start their core
quanta at level 2 CPU priority (their interrupt
activities are processed at level 1 and they are
forced if necessary at level 0). If a task at level 2
relinquishes control of the CPU prior to com-
pletion of its CPU time quantum, it is queued
for service at level 2 upon eompletion of what-
ever I/0 action caused it to relinquish control.
So long as the task remains at level 2, it receives
a new level 2 CPU time quantum each time it
receives CPU service. If, however, a task does
not relinquish control and runs to the end of its
CPU time quantum, it is queued for service at
the end of the queue at the next level with a
CPU time quantum that is twice as large as it
had previously.

(3) So long as the task remains compute bound
(i.e., it does not voluntarily release the CPU),
it moves up the priority levels each move
resulting in a doubling of CPU time quantum
until it reaches level 7. As soon, however, as it
voluntarily relinquishes eontrol it is requeued for
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serviee at the end of the level 2 queue with the
original level 2 CPU time quantum.

All this of course is subject to the constraints of the
core quanta scheduling scheme described previously.

Demand cycle

The definition of the demand cycle is needed to
quantify the relationships just described. The demand
cycle is artificial; i.e., it has no physical counterpart in
the system. However, it provides a way of introducing a
cyclic time frame into an otherwise steady-state model.
If there are ng average active demand tasks competing
for system resources, all other things equal, they will
be serviced in cyclic order. The sequential execution of
these ng tasks in combination with sufficient batch
tasks to maintain the DSR is termed a demand cycle.
The number of batch tasks that are swapped into core
and executed during a demand cycle is denoted as na.

Demand batch ratio

It will be convenient to parameterize the relationship
between 7,5 and ng by the concept of a demand baich
ratio denoted by DBR. The DBR like 7, is an artificial
quantity; these quantities do not appear physically in
EXEC 8, but appear implicitly as a direct funetion of
DSR. The DBR is the average ratio of CPU time
allocated to demand tasks to that allocated to batch
tasks. In view of the definitions, the DBR can be
computed over a demand cyele as:

DBR =nata/nsats 3)

In terms of defined quantities, DSR defined in (2)
can be quantified as:

(na¥a+2 (1CaSa+1aCsSs) )

DSR =
(na¥4+ (76a¥s) SF 42 (n4CuSa+1aCsSs) )

(4)
where:

SIF is an installation-set scale factor. (The value

employed by Univac in the NTH EXEC 8 is 35.)

S and Sy denote the times to swap the average batch
and demand tasks into (or out of) core and are respec-
tively: '

Sp=T41+CoTr

Sa=T41+CiTr (5)

where:

T, is the average access time to locate a swap file

and/or system processor on the swapping drum (for
the FH 432, Ty =4.3ms).

Tr is the flow time per 512 word block of information
from (or to) the swapping drum (for the FH 432,
TF =2. 13ms) .

Substituting relations from (1) and (3) into (4) and
solving for DBR yields:

o (22229
@/ ) o

which corroborates the previous assertion that DBR is
a direct function of DSR. For simplicity, DBR is
employed in the following formulation to represent the
effect of the system control actions. These actions are
mechanized in EXEC 8 in terms of DSR, but (6)
establishes that the effect can be described in terms
of DBR.

BASIC MODEL

The underlying assumptions are justified and a basic
model is developed.

Simplifying arguments

In Reference 5, Hellerman and Smith present a
simple, but elegant, model for throughput analysis of
record processing EDP applications for various physical
and logical overlap configurations. Their simplifying
assumptions exclude a number of important EDP
applications, but interestingly enough cover the case
of full swap, buffered time sharing systems. Now
EXEC 8 introduces additional complexity through its
batch multiprogramming features, but Reference. 5
provides interesting insights that serve as the basis of
the current model.

In particular, computing the batch and demand swap
times from (5) for the NTH average core requirements
of: C»=50 blocks, Cy=25 blocks; yields: S,=111ms,
Sz;=58ms. The NTH observed compute time per swap
for batch and demand of : &, = 160ms, ta=20ms, plus the
observation that swapped in tasks must also be swapped
out, suggests that under heavy demand load the single
swapping channel on an 1108 configuration such as
that of NTH will be very busy. With the exception of
some cycle stealing conflicts, the tasks’ compute
activity can be overlapped completely by swap activity
and with sufficient core buffer space available, the
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swapping channel might saturate under heavy demand
load. Under swapping saturation, the difference
between compute times and swap times would appear to
provide more than half of the total possible CPU time
per demand cyele to handle EXEC 8 functions.

These simplifying arguments lead to the following
assumptions for the basic model: '

Basic assumptions

(1) The swapping channel is saturated.

(2) All compute time on both batch and demand is
completely overlapped by swap time.

(3) All system overhead is also eompletely over-
lapped by the swap time.

(4) There is sufficient core available for buffering so
that the above assumptions are reasonable.

Performance calculations

Assumptions 1, 2, and 3 above allow the total elapsed
time for the demand cyele, T, to be quantified as the
sum of the total demand and batch swap time:

Tae=2(naSa+1aSs)
=2ngta[ (Sa/ta) +DBR(Sp/t) ] (7

T4 provides an upper bound to Rj, the system
response time to demand users, assuming cyclic service
to the n, users; i.e., Bg<Ty.. '

T4 can also be employed to compute the elapsed
processing time for a batch job, ET, which serves as a
lower bound on the expected turnaround time, Rs, for
the average batch job. Rs also includes the time spent
waiting in the system backlog queue and depending on
definition may also include waiting time in a system
input queue prior to the backlog queue, a printer queue,
and one or more output handling queues prior to
delivery back to the user. If there are N, open batch
jobs receiving equal service, the amount of CPU time
allocated to a single bateh job during a demand eycle is
(16a/Np)t. If the requisite CPU time for batch job
execution is T, the total elapsed time for an average
batch job is:

By> ETs= (TsNo/tsnsa) Tac (8)
The total CPU time used during the demand eyecle is:
CPUdc=nd‘td+nbd'tb (9

The average CPU utilization can be computed over the

demand eycle as:

PUda

Tdc

CPU percent = C <100

3 (14+DBR™) -100
"~ 2[(84/ta) + (Ss/ts) DBR]

(10)

Interestingly, (7) and (8) predict that after swapping
saturation, demand response time and batch turn-
around time will increase linearly with increasing
number of demand users n4. Also, (10) indicates that
with swapping saturation in a system controlled to a
fixed demand service ratio, the CPU utilization is
independent of ng.

VERIFICATION
The basic model is adjusted to the NTH load and

system characteristics and an attempt is made to verify
the model against observed system behavior.

System conditions
The load and system parameters presented in Table

II have been directly observed in the NTH environment
as a part of a detailed measurement study.

TABLE II—NTH Load and System Parameters

Cy = 50 blocks Cs = 25 blocks
Ny =5 ne =6
Ty = 25 sec
W, = 16000 block.ms ¥, = 1000 block.ms
t: = 20 ms
DSR = .35

The average batch load characteristies of Table II also
agree with those observed by the University of Wisconsin
in a recently reported measurement study.®

From the values of Table IT and (1) and (5), it is
possible to compute the intermediate model parameters
of Table III:

TABLE III—Intermediate Model Parameters

Sa =2 58 ms
Qs =~ 40 ms

Sy = 111 ms
Qs = 320 ms
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TABLE IV—DBR Versus DSR

DBR DSR
.01 .30
.05 .35
.15 .40

In order to verify the basic model, it only remains to
obtain a realistic value for &, the CPU time per swap-in
(or equivalently per core quantum) for a batch task.
The £, of 20ms reported in Table IT is measured directly.
There are two pieces of experimental data that permit
estimation of #:

(1) The observed ratio of Qa/t;is 2, and

(2) Wisconsin reports in Reference 8, that the
average total channel time per batch job is
twice the average CPU time. No overlap of
individual channel time or CPU time would, as
described in the LOAD AND SYSTEM CHAR-
ACTERISTICS section, yield a @/t of 3 and
complete overlap of two channels and the CPU
Wlll yleld a Qb/tb Of 1.

For a university environment with its heavy use of
system proecessors that make good use of overlap
possibilities it is not unreasonable to expect that the
Qs/ts ratio will be the same as the experimentally
observed Qu/t, ratio of 2.

On the basis of this argument, a & of 160ms is em-
ployed in the sequel.

Performance predictions

Solution of (6) for the given parameter values yields
a DBR of .05 for a DSR of .35. In experimental studies
at NTH, DBR values lower than .01 have been observed
with an n; of 6, but, as is later developed, appreciably
larger DBRs are necessary to support the swapping
saturation assumption. Thus in the sequel, calculations
are performed for DBR values given in Table IV with
corresponding DSR values.

Solution of Equations (7), (8),and (10) as a function
of DBR for the parameter values of Tables IT and III
yields Table V: ' ‘

TABLE V—Performance of Basic Model

DBR Tac(sec) ETy(sec) CPU Percent
(na = 10) -
.01 29 181 70
.05 7 210 63
.15 3 282 51

Measurements at NTH for the average load char-
acteristics of Table IT and with a DBR of less than..01
at an 7y of 6 indicated an average CPU utilization of
50 percent, an average batch turnaround of 5 min.,
and an average demand response time of 38 seconds.
The basic model predictions of Table V indicate an
appreciably lower T, which causes a lower ET, and a
higher CPU percent than that measured. Moreover
other measurements indicated that the swapping
channel was approximately 60 percent busy rather than
the 100 percent assumed by the model under similar
loading conditions. This lack of agreement prompts
investigation of the validity of the assumptions sup-
porting this basie model.

AUGMENTED MODEL

The swapping saturation assumption itself is subject
to question, but analysis of this is presented in the next
section. This section explores the question of available
core, modifies the basic model, and predicts system
performance from the resulting augmented model.

Required core

One approach to understanding the effect of available
core on model performance is to analyze the amount of
core necessary to maintain swapping saturation. This is
done by first considering the integrated core-time
demand over a demand cycle, CTD,.. If EQ; and EQ,
are respectively the effective elapsed times demand and
batch tasks remain in core when swapped in for their
core quanta, then average demand and batch jobs tie
up C; and C, blocks of core for: 28;+EQ; and
28+ EQyms respectively. Thus in one demand cyecle the
integrated core-time demand is:

CTDy=n4Ca(285+EQa) +1aCs (28+EQs)  ( 1‘1)

block-ms, and the minimum average core requirement
to maintain a demand cyele of Ty, is:

Cimin=CTDys/Ta
el 13 ()] o [0)+(0)
2| () o (0)

The problem in analyzing (12) lies in the deter-

(12)

mination of EQ; and EQs As explained previously,
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TABLE VI—Chin for Varying DBR and EQ/Q

(Units of 512 Word Blocks)

EQi/Qu 1 3/2 2
DBR

EQs/Qs 1 2 3
.01 119 188 257
.05 107 167 227
.15 87 134 180

Qs and Q, are well defined quantities for average demand
and bateh jobs. Unfortunately, it is non-trivial to relate
the elapsed core time, £Q, to the core quantum time,
@, which is counted only when CPU and/or channel
activity is occurring for that task. The following argu-
ments are pertinent:

(1) For all batch task swap-ins, but the swap-in
where the task terminates, EQ;, > Qs. The elapsed
residence time of the last swap-in may be less
than @, because the task will voluntarily give up
core control upon terminating. Inasmuch as
Ts/t, the number of swap-ins for the average
batch job, is greater than 100 and this job will
involve approximately three sequential tasks
(compilation, collection, and execution), these

~end effects will have little effect on average
behavior. Hence EQ, > Q.

(2) For the average demand task swap-in, there are
end effects more frequently because the inter-
active tasks will voluntarily give up core control
upon entering terminal wait state. In the EXEC
8 environment however, the average user
employs batch oriented processors (compilers
and the collector) for a large proportion of the
swap-ins. Also because the demand CPU time
quantum is more closely related to the demand
core quantum time than for the case of batch,
the relation in (13) is almost certainly true on
the average: :

1<EQu:/Qi<EQ:/Qs (13)

(3) In order to estimate the magnitude of the ratios
in (13), it should be noted that each time the
task is eligible to receive CPU or channel
attention it will on the average have to wait
L4 (in the case of one competitor) or more of the
length of time it needs to employ the resource.
For these reasons EQu/Q. is probably greater
than 34 and EQ,/Q;, because of the increased
employment of channel resources by batch tasks,
is almost assuredly greater than that.

Since these ratios appear to be very much a function
of what is happening in the model, they are carried as
parameters in the augmented model development and
verification.

Equation (12) is solved to yield the values in Table
VI as a function of DBR and the EQ/Q ratios.

For certain parameter combinations, the Cmin re-
quired to sustain saturated swapping is greater than
C 4, the actual number of core blocks available for user
tasks at a particular installation. In practice, Cpmin must
be in multiples of Cy (or C3) blocks. Thus the numbers in
Table VI must be increased at least to C'4 or the next
higher multiple of C; (whichever is larger). This
modified Cpin is denoted as C'min.

There is one other usage of core that must be taken
into account. For each possible active demand user,
space must be reserved for line buffers, switch list
information, ete., in the executive buffer pool area
(EXPOOL). Each possible user requires the reservation
of approximately 0.8 of a 512 word block of core store.
Thus the C4 employed to represent the number of
available user blocks is really a function of ng:

CA=CA0—.87L¢ (14)

(In the NTH configuration, there are a total of 256
blocks of which C 40 =130 and typically the system has
been generated for a maximum ng of 6 yielding an
effective C4 of 125 blocks for user tasks.) In the follow-
ing model performance predictions, the NTH C40 of
130 is used.

As with Cri., when postulating an average model,
C4 only has meaning as a multiple of C; (or C3) blocks.
Thus all use of C4 must be in terms of C’4 where C'4 is
the C4 defined in (14) reduced to the next lower
multiple of Ca. .

Model development

The minimum effect of having too little core to buffer
the tasks under swapping saturation will be to increase
T4 by an amount proportional to the ratio between
C’'min and C’4. Such an increase in Ty will cause a
reduction in CPU percent by the inverse ratio.

Thus for the case of swapping saturation limited by
available core, the basic model Equations (7), (8),and
(10) are augmented as follows:

T,dc = (C,min/C,A) Tdc (15)
ETy= (C'uin/C' 4)ETs (16)
CPU’ percent = (C’4/C'min) CPU percent (17
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Figure 1—Response Time Uppér Bound (7"4c)
. vs.
Number of Demand Users (ng)
DBR =.10, EQ4/Qs=3/2, EQ:/Q»=2

Model performance predictions

The ratio of C’'4/C'min can also be employed to
predict the percentage of time that the swapping
- channel will be busy for the core limited case.

Solutions of (15) and (17) for varying DBR, n4
and EQ/Q yields the results in Tables VIII and IX.
The ng values of 6, 20, and 30 are selected because NTH
currently has an ny of 6, plans to expand to an ng of 20
before acquiring more core, and is interested in the
impact of an even greater number of terminals. DBR
values in the range .01 to .15 are employed to in-
vestigate the effect of a DSR in the range .30 to .40
as in Table IV,

For ease of sensitivity analysis, Figures 1 and 2

TABLE VII—C'4/C'nin (for Two EQ/Q Couplets)*
Swapping Channel Busy Percentage Varying DBR and nqg

DBR\n,; n:<6 6<n.<37 39 <14 <69
.01 (63, 46) (50, 36) (38, 27)
.05 (72, 50) (57, 40) (43, 30)
.15 (84, 63) (67, 50) (50, 38)

* In each table entry (4, B), A is computed for the {EQ./Qs,
EQy/Qv} of {3/2, 2} and B for {2, 3}.

TABLE VIII—T"4. (for Two EQ/Q Couplets)*
Varying DBR and na

(Units of Seconds)

DBR\na 6 20 30
.01 (28, 38) (116,159) (173, 239)
.05 (6 8 (23, 34) (35 50)
15 (2 3) (9, 12) (14, 18)

present plots of 7”4 and CPU’ pereent respectively for
an EQ/Q couplet of {34,2} and a DBR of .10 as a
function of n,.

Model verification

At first analysis the performance predictions in
Tables VIII and IX and Figures 1 and 2 appear to
agree reasonably well with NTH experience. For
example on December 16, 1970, in approximately 10
hours of EXEC 8 operation there were 725 batch jobs
involving 3325 batch tasks; six demand terminals were
available and a total of 58 demand user sessions were
conducted involving 1437 demand service requests. For
the average job characteristics reported in Table II,
the average CPU utilization was 50 percent, average

s}

CPU'% }

26 L

10 20 30 40
T,

Figure 2—CPU Utilization (CPU’ Percent)
vs.
Number of Demand Users (na)
DBR =.10, EQs/Qi=3/2, EQs/Qv=2
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batch turnaround (last card in to job terminate) was
5 min., and average demand response time was 38
seconds.

This amount of demand usage corresponds to an
average DBR of less than .01 for which the model
predicts (assuming an FEQ/Q couplet of {35,2}):
CPU’ percent =44, T4, =28 sec., ET",=3 min. During
one hour of heavier demand usage, there were 285
demand service requests with an average {; of 50ms
corresponding to an average DBR of .01 and the
observed CPU utilization was 40 percent. Moreover
the previously reported swapping channel busy per-
centage of 60 percent under similar conditions agrees
well with the prediction of 63 percent reported in Table
VII for an EQ/Q couplet of {35, 2}.

On an absolute basis, considering the gross simplifica-
tion of the model, this sort of agreement must be
considered to be quite good. It isn’t until the swapping
saturation analysis presented in the next section is
reviewed, that it becomes apparent that this agreement
is probably due more to system and model insensitivity
than to true representation.

What can be said with some certainty, however, is
that the relative predictions as a function of n, and
DBR are realistic. The relative sensitivity of 7”4 to ng
is not particularly surprising, but the sensitivity of the
CPU’ percent to ng is of some real concern. It has
already been reported in Reference 8 and observed
experimentally at NTH that each new demand user
subtracts approximately .04 from CPU utilization prior
to swapping saturation. Table IX and Figure 2 indicate
that, even after swapping saturation, allowing addition
of new demand users can cause significant reduction of
system thruput due to reduction of available user core.

ANALYSIS AND EXTENSIONS

The augmented model of the preceding section is a
direct result of analyzing the basic assumption con-
cerning sufficient core. The relative success of this

TABLE IX—CPU’ Percent (for Two EQ/Q Couplets)*

Varying DBR and ng
DBR\ng na<6 6<ns<37 38<na<69
.01 (44, 32) (35, 25) (26, 19)
.05 (45, 31) (36, 25) 27, 19)
.15 (42, 32) (34, 25) (25, 19)

* See Table VII.

analysis suggests that the swapping saturation assump-
tion should also be investigated. Simple queueing theory
extensions are indicated and conclusions are drawn.

Swapping saturation

As indicated previously, in the absence of demand
usage there is relatively little swapping. (How little is
indicated by results presented in Reference 8, where
during one day’s all batch operation under EXEC 8
involving 1249 batch jobs, there were 10935 extra
swap-ins from the swap-file or approximately 8 swap-ins
per average job.)

If this ratio is preserved in the batch/demand
environment, of the T,/t(=156) swap-ins per batch
job suggested by the model, more than 90 percent would
have to be caused by pressure from waiting higher
priority demand tasks. During a demand cycle then, the
ratio of n4/n must be greater than .9 to force swap-out
of batch tasks thereby causing swapping saturation.
Combined with the NTH #/t,; ratio of 8, (3) suggests
that DBR must be greater than .10 independent of
nq t0 cause swapping saturation.

nq enters into the analysis in terms of the number of
users necessary to have a realistically large response
time at this relatively large DBR. If for example, an
average user can maintain an effective demand rate of
2 interactions/minute requiring ¢sms of CPU time and
having EQms of elapsed core time impact, then (15)
shows that swapping saturation can only be maintained
by approximately 38 users for an EQ/Q couplet of
(34, 2} and 33 users for a couplet of {2, 3}.

Thus the model eannot really be verified on the basis
of NTH experience with its nq of 6.

Configuration sensitivity

What can be ascertained for the NTH 1108 con-
figuration however, is the potential effect of making a
planned move to twenty demand terminals.

For example, currently one day’s usage with light
demand activity from 6 possible users and without
swapping saturation yields a CPU utilization of 50
percent and a batch turnaround of 5 minutes. Figure 2
indicates that heavy usage from 30 or more demand
users could cause swapping saturation with a CPU’
percent reduction of twenty to fifty percent. Certainly
the results of Table VI suggest that NTH could obtain
a significant performance increase through the addition
of more core. ‘

The dependence of EXEC 8 performance on core had,
of course, been suspected prior to the model develop-
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ment reported here. What this work does however, is to
give a means of quantifying the cost/benefit- analysis.
Moreover because of the nature of the uniform average
load assumption, it is safe to assert that the absolute
model performance predictions are optimistic; i.e., the
CPU’ percent is high and 7’4 is low. It is asserted
however, that with the exception of the unspecified
EQ/Q load dependence, the relative model performa,nce
predictions are reasonablek

Extensions

There are a number of possibilities for improving the
existing model; for example, the EQ/Q ratio could be
related to other characteristics describing the system,
load, and, in particular, potential conflict situations on
the channels. In light of other problems inherent in the
uniform load and swapping saturation assumptions
however, such modifications do not appear to be
particularly fruitful at this time.

The upper bound relation of 7”4 to Rd, the system
response time for demand users, and the lower bound
relation of ET", to R;, the processing turnaround time
for batech users, suggests that some simple queueing
theory additions could make the nature of these in-
equalities much better understood. As pointed out in
Reference 3, one of the biggest problems in applying
queueing theory to general multiprogramming-time
sharing systems such as EXEC 8 is to determine
effective mean service rates (and, of course, service
time distributions) for the various types of service
offered by the system.

Interestingly, the model developed here provides
mean service rates for demand interactions and batch
job service requests. For example, a rough first approxi-
mation to determining improved estimates for Ry
follows directly from Reference 3 for a finite population
model with ng sources with Poisson service request dis-
tributions about some mean rate A\. The service model
could be single server with an exponential service time
distribution with effective rate u4. Since each service
request requires 2Syms of swapping service, ug, is:

Hde= Pd/2Sd (18)
where:

P; is the probability that the swapping drum is
‘serving demand users. :

P; is computed in (19) from the relations of the
model:

= 2nde/T’dc (19)

. The prediction of R, could also be improved by a

simple queueing model with the service rate determined
in a similar manner. Completion of the queueing theory
analysis is best deferred until better experimental data

1s available for verification.

CONCLUSIONS

As indicated in the INTRODUCTION, the initial
goals for this model development, were twofold; namely:
(1) to predict steady-state performance as a function of
configuration and workload, and (2) to serve as a focus
for detailed study of EXEC 8 design and behavior.

Most of the discussion to this point has concentrated
on the first of these goals. A concluding summary of
this discussion is that the presented model gives sur-
prisingly accurate predictions of system behavior out-
side its designed range. There are at present no
measurements available for verification of model
validity under swapping saturation. However, the
trend predictions of the model are interesting and
certainly could be useful if an EXEC 8 configuration
causing swapping saturation were being studied. From a
more general modeling viewpoint, perhaps the greatest
value of this work is as a well documented example of a
limiting resource modeling situation.

The model and associated study are perhaps most
significant in relation to the second goal. That is, the
model served as a focus for more general study and
measurement of EXEC 8 and provided a means for
quantifying completely undocumented, yet very impor-
tant, topics such as core quanta and DSR control.
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Throughput measurement using a synthetic job stream™
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INTRODUCTION

Managers of computer facilities frequently need to be
able to measure the throughput of their installations.
Throughput is based on the amount of work a system
can perform in a given time in a particular environment,
and is usually measured as the reciprocal of the running
time of selected jobs. The throughput of a computer
system is a function of the hardware configuration, the
operating system software and the workload char-
acteristics. Once the characteristics of the workload
are identified, the configuration and operating system
can be optimized in terms of throughput for that
environment. Improvements resulting from system
changes can be evaluated using throughput measure-
ments.

With a given workload and system configuration,
CPU utilization is a crude measure of relative through-
put. More accurate results are obtainable by careful
experimentation with benchmarks which are repre-
sentative of the workload. A benchmark usually refers
to a single job, such as a matrix inversion which may be
typical of certain scientific applications. Benchmarks
are frequently used to evaluate different computer
systems prior to their selection.! With a multiprogram-
ming computer system, the throughput depends on the
job mix, the scheduling algorithm, and many param-
eters in the operating system. A job stream is a collection
of independent jobs which can be used to determine the
relative throughput of a multiprogramming system
based on the time taken to execute all the jobs.

A job stream could be gathered from the actual
workload by using a sampling procedure and verifying
the resulting job stream by comparing features with a
total workload. Such a study at the University of Iowa
has been reported.? This is not feasible in all installa-

* This work was carried out by the MITRE Corporation under
contract to the Defense Communications Agency (Contract
Number F19628-71-C-0002).
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tions. The following difficulties have been experienced
in assembling and using a job stream composed of
actual jobs:

o users of a service facility are reluctant to supply
programs, data bases and operating instructions

e security considerations prevent many jobs from

_ being included in the job stream

e it is difficult to closely match the overall char-
acteristics of the jobstream to the workload
characteristics without being able to select from a
large number of jobs since the characteristics of
each job are fixed

e it is extravagent on storage space to duplicate
large data bases

o new releases of the operating system and changes in
catalogued procedures make it difficult to keep
complex jobs viable.

An alternative is to create synthetic jobs reflecting
characteristics of the workload. This paper describes
experience in defining the characteristics of a workload
and generating a synthetic job stream based on the
workload characteristics. There is little published work
in either of these areas, and there are many practical
difficulties to be solved. The synthetic job stream has
been validated by comparison with a job stream com-
prised of actual jobs, and with the use of a hardware
monitor. It has been used to measure the throughput
of alternative hardware configurations and alternative
software options.

CHARACTERIZATION OF WORKLOAD

There are no established standards for describing
characteristics of a workload. Characteristics which are
defined must be obtainable quantitatively for the
workload, and since they are to be used as a basis for
assembling a job stream, they should be easily trans-
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latable into components of the job stream. The char-
acteristics introduced in this paper relate to the IBM
360 series operating under OS/MVT; similar terms
could be defined for other machines. Most of the
characteristics can be obtained by an analysis of
system accounting data.

Characteristics of the workload are defined in terms
of the resource requirements imposed on the system.
Resources considered are:

Core requirement,

CPU utilization

o I/0O channel activity
Peripheral device utilization

Core requirement is easily measured for a real memory,
in contrast to a virtual memory machine. The dis-
tribution of time spent in various region sizes can be
calculated. CPU utilization can be expressed as the
percentage of time the CPU is active. Accounting
statistics almost always give a measure of 1/0 activity,
butin some machines, such as the IBM 360, the measure
may be inadequate for throughput studies. The measure
given with the Systems Management Facility (SMF)
of OS is the number of data transfers, not the quantity
of data transferred. To resolve this deficiency, a hard-
ware monitor has been used to measure the average
channe] activity per data transfer.

Although CPU and I/O channel utilization are
important, they are not easily translated into jobs
which will produce this activity. This can best be
achieved by considering the ratio of I/O channel time
to CPU time, both as a total for the workload, and as
a distribution. For example, in a particular installation,
short jobs may generally be dominated by I/0 time,
whereas long jobs are more often CPU bound. The
utilization of tape units and exchangeable disk units
can be measured in terms of the percentage of time
these units are assigned to some job. The amount of
activity while these units are assigned to a job and of
public devices such as work disk packs is already
included in the I/0 channel utilization. The demand on
printers, card readers and punches is easily calculated
in terms of lines of print or number of cards.

DESIGN OF JOB STREAM SPECIFICATIONS

The process of translating the workload ¢haracteristics
into a synthetic job stream has two steps. First, the
specifications of the individual jobs are determined so
that they match the workload. Second, the synthetic
jobs themselves are generated with the specifications
determined previously.

Designing the job stream specifications based on the
workload characteristics is the more difficult task. The
required running time of the job stream is determined
from the average job time and the accuracy desired.
The number of jobs required can then be deduced.
Several different types of synthetic jobs may be used;
for. example, jobs requiring tape or disk or neither.
Core size, CPU times, and I/0 times can be defined for
each job in order to match the overall workload dis-
tributions for each characteristic, but it is not obvious
how the various characteristics should be correlated for
individual jobs. For example, although the probability
of larger I/O time increases as the CPU time of a job
increases, this is not always the case.

An approach to the correlation problem is to base the
specifications of the synthetic jobs on actual jobs. A
sampling technique can be used to select jobs in the
actual workload, and the sampling procedure can be
verified by comparing the characteristics identified
previously. However, instead of obtaining the actual
jobs, with the attendant practical difficulties noted
earlier, only their characteristics are used. The core
requirement, CPU and I/O time, peripheral require-
ments, printer output, et cetera, of each job can be used
as the specifications for creating a synthetic job which
looks identical. ‘

GENERATION OF SYNTHETIC JOB STREAM

The synthetic job used in this study is based on the
type of program suggested by Buchholz.? A listing of
the program, which is written in PL/I, appears in the
Appendix. Parameters in the program are adjusted to
vary the CPU time, I/O time and number of lines of
printer output. Region size and tape and disk require-
ments of each job are determined by suitable specifica-
tion of the job control language (JCL). Most synthetic
jobs comnsist of compile, link edit and go steps of the
PL/I program, but in those cases where a small region
size or short CPU time is required, only the go step of a
previously compiled and link edited program is executed.

- The PL/I program performs the following tasks:

(a) Creates a data set of master records (data set

' DD name is MASGEN) '

(b) Processes records from this data set (data set
DD name is MASTER)

(¢). Exercises a compute kernel a number of times for
each record processed

(d) Outputs from one to three data sets after each
record has been processed (data set DD names
are QUTI1, OUT2, OUT3. If less than three
output data sets are required, OUT2 and/or
OUT3 may be declared “DUMMY”’)
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(e) Prints some number of lines after each record
is processed.

The content of the master records, the type of
calculations within the compute kernel, the content of
the output records and the content of the printed lines
are to a large extent arbitrarily selected. Some effort
was made in these selections to include a variety of
operations. The execution time of the compute kernel is
approximately 30 milliseconds on a 360/50.

There are five input parameters to the synthetic
PL/I job;

(a) NMASTER: The number of master records to
be created.

(b) R: The number of records to be processed from
the master file (R<NMASTER).

(¢) N: The number of times the compute kernel is
to be executed.

(d) L: The number of lines to be printed.

(e¢) LPR: The number of lines to be printed out for
each record processed until the total number of
lines of printed output is equal to L.

The four data sets in the PL/I program (MASGEN-
MASTER, OUT1, OUT2, OUT3) are assigned unit and
volume designations in the JCL according to the tape
and user-disk requirements for the job. Blocking factors
for these data sets are also specified in the JCL.

The I/0 time reported by the System Management
Facility (SMF) routine under OS/MVT (release 18)
is based on the number of execute channel programs
(EXCPs). The larger the blocking factor, the smaller
the number of job EXCPs for a given number of
records processed. By inecreasing both the number of
records processed and the blocking factors, it is possible
to keep the number of EXCPs for a job constant while
increasing the amount of actual I/0 taking place. There
are many variations that can be applied to the synthetic
job. For example, the amount of CPU time used
between each I/0 operation can, instead of being fixed,
be made a random variable subject to the constraint
that the total job CPU time is as specified. The degree
of sophistication of the synthetic job must be weighed
against the resulting complexity of the experiments and
the effect on the validity of the results.

MEASUREMENT PROCESS

The running time of the job stream has been cal-
culated as the elapsed time from starting the card
reader until all processing is completed. The order in
which the jobs are arranged may have some effect on

TABLE I—Activity Monitored with Hardware Monitor

(Minutes)
Synthetic Representative
CPU Active 32.4 34.2
Supervisor (OS/HASP) Time 22.7 19.0
Selector Channel 1 Busy 12.4 26.6
Selector Channel 2 Busy 13.5 30.4
Selector Channel 4 Busy 14.6 35.1

the running time. It is preferable to avoid having a long
job running last when there are no other jobs to multi-
program with it. The job stream should be run in two or
three different orders and the average time calculated.
If the job stream is long enough, the variations will be
relatively small. Maximum differences rarely exceeding
seven percent have been experienced with a three hour
job stream where the average running time of a job is
seven minutes.

It is important to start each run with a clean system
to ensure consistency; for example, work disk packs
should be scratched. Any delays which may be caused
by operator intervention, such as mounting user disk
packs, should be avoided as far as possible.

COMPARISON OF ACTUAL AND SYNTHETIC
JOB STREAMS

A potential disadvantage of a synthetic job stream is
that it may not be representative of the actual work-
load because of the lack of characteristics not explicitly
designed into it. The validity of using a synthetic- job
stream to measure throughput has been confirmed by
comparison with a representative job stream. The
representative job stream, running for about three
hours on a 360/50, was comprised of actual jobs selected
from the workload so as to reflect the workload char-
acteristics defined previously. A synthetic job stream
was created with each job having the same characteris-
ties (CPU time, I/0 time, region size, lines of output,
and tape and disk requirements) as the corresponding

- representative job.

Both job streams have been run on a 360/50 and
360/65, both with and without HASP. The elapsed time
for the synthetic job stream runs varied between 71
and 76 percent of the elapsed time for the corresponding
representative job stream. Table I shows the activity
data obtained with a COMRESS DYNAPROBE
hardware monitor. The percentage of time the selector
channels were busy with the synthetic job stream
running was approximately half that for the repre-
sentative job stream. This is because the synthetic job
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TABLE IT—HASP Performance

360/501 360/65J

Synthetic Representative Synthetic Representative

Time with 126 166 54 76
HASP

Time with- 141 194 82 109
out
HASP

% (HASP/ 89.4 85.6 65.8 69.7
Non-
HASP)

stream was tuned with the number of EXCPs used to
represent I/0 activity. More data must be transferred
per EXCP in order that the selector channels are kept
suitably busy. This can be done by using larger blocking
factors in the synthetic jobs. The other  activities
recorded by the hardware monitor showed close agree-
ment between the two job streams, as can be seen from
the figures given in Table I.

Both job streams have been used to determine the
relative throughput of a 360/65 with 1024K bytes of
core in relation to a 360/50 with 512K bytes of core.
The performance of HASP on each of these configura-
tions has also been evaluated using both job streams.

The throughput factor for the 360/65 in terms of the
360/50 was measured with the representative job stream
to be 2.18. The throughput factor measured with the
synthetic job stream was 2.33. This difference can be
attributed to the fact that the synthetic job stream is
less I/0 bound and was therefore able to make better
use of the faster CPU of the 360/65.

The improvement in performance obtained with
HASP on each of the two machines as measured by the
representative and synthetic job streams is shown in
Table TI. These measures are in quite close agreement.
The deficiency of I/0 in the synthetic job stream had
little effect in this case since the major performance
benefit of HASP is derived from “SYSIN” and
“SYSOUT”: 1I/O which did not differ substantially
between the two jobs streams.

SUBSEQUENT RESULTS WITH A
SYNTHETIC JOB STREAM

Further use has been made of a synthetic job stream
to determine throughput factors of three different IBM
360 configurations, to determine relative CPU speeds
(as reported by the accounting routine) of these
configurations, and to evaluate the effect of a hardware
and operating system change on one of these con-

figurations. In order to equitably charge users for
attended time on each of the three different configura-
tions, a 360/50-1 (512K bytes of core), a 360/65-I
(512K bytes of core), and a 360/65-J (1024K bytes of
core), a measure of the relative throughput of these
machines was needed. A synthetic job stream was used
to obtain this measure. In order to assure a true repre-
sentation of the I/O activity in the synthetic job stream,
hardware monitor measurements were made of actual
workload channel activity for a two week period and
the I/O of the synthetic job stream was made to
accurately reflect the true workload I/0. The resulting
synthetic job stream had more I/O than the original
synthetic job stream and more even than the repre-
sentative job stream. This indicates that the repre-
sentative job stream itself had too little actual I/0
as compared to the workload. The throughput factor of
the 360/65-J in terms of the 360/50-1 as measured with
the new synthetic job stream was 1.75. This decrease
from the throughput factors measured with the repre-
sentative and original synthetic job streams clearly
illustrates the strong dependence of computer per-
formance on the I/0 workload characteristies.

The CPU times reported by the accounting routine
for synthetic job stream runs on each configuration
were compared and CPU factors derived using the
360/50-1 as a reference. Table III contains the CPU
time for runs on each machine and the CPU factors.
It is interesting to note that the CPU of the model 65
with the smaller core appears to be faster than the 65
with the megabyte core. Although it is known that CPU
time for a given job does vary from run to run on a
given 360, it is statistically significant that all 25 jobs
of the synthetic job stream were charged with less
CPU time on the 360/65-I than on the 360/65-J. Two
primary factors why the 360 accounting time varies are
improper distribution of CPU time for I/O interrupt
processing and cyele stealing. These factors are directly

* proportional to the amount of multiprogramming and

1/0 activity respectively, both of which are greater on
the 360/65-J machine. :

The managers of the computer installation felt that
the throughput of one of the machines had decreased
following a hardware change and a transition to a
newer release of the operating system. The hardware

TABLE IIT—CPU Times and Factors

" Machine CPU Time CPU Factor
360/50-I 3334 1.00
360/65-J 1070 3.12
360/65-1 823 4.05
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change involved the replacement of a selector channel
which was used for tape I/0, by multiplexor sub-
channels. Data from the hardware monitor had shown
that the selector channel that was removed and the
multiplexor channel had very little usage so that a cost
savings could be realized with no predicted degradation
in performance.

The synthetic job stream previously run on this
machine was run in the new environment. Contrary to
there being a degradation in performance, the synthetic
job stream ran in less time thus showing an increase in
throughput for the same workload characteristics.

CONCLUSIONS

The PL/I synthetic program described can be used as
the basis for a job stream reflecting the workload
characteristics which are considered important in
affecting throughput: CPU utilization, I/O channel
activity, core requirement, printer output, and tape and
disk requirements. Experimentation with a synthetic
job stream designed with these characteristics matching
those of a job stream comprised of actual jobs has
shown comparable results. This supports the choice of

characteristics on which the synthetic job stream is
based. A hardware monitor is invaluable in determining
1/0 channel activity in the absence of such a measure
for 360 computers.

A synthetie job stream is a more practical tool than a
job stream composed of actual jobs for measuring
throughput. The synthetic job stream is easier to
assemble and does not require extensive data bases.
It is particularly advantageous where the regular
workload is classified. Synthetic jobs are not dependent
on compilers or data management systems and therefore
do not require maintenance because of system changes
in those areas.
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APPENDIX

PL/I LISTING OF SYNTHETIC PROGRAM

SYNLl: PROCEDURE CPTIONS (MAIND;
‘ DECLARE 1 MASTER_REC ALIGNED STATIC,
2 MASTER_KEY CHARACTEF(12),
2 MASTER_SUM BINARY FIXED(31),
2 MASTER_CHECK BINARY FIXED(31),
2. MASTER_DATA (5) CHARACTER(12),
INTKEY PICTURE' (619,
CHECK - BINARY FIXED(31) INITIAL(O),
PARMS = FILE INPUT, L
MASGEN FILE RECOKD OUTPUT,
MASTER FILE RECORD: INPUT,
QUT1 FILE RECORD OUTPUT,
OUT2 FILE RECURD DUTPUT,
OUT3 FILE RECURD OUTPUT,
LINES BINARY FIXED(31) INITIAL(1).
NREPS BINAKY FIXED(31) INITIAL(C),
N GINARY FIXEDiI31),
L BINARY FIXEDL(31),
NMASTER BINARY FIXED(31),
LPR  BINARY FIXED{31),
R BINARY FIXED(31);

/% GET Rs Ny L, NMASTER AND LPR */
GET FILE (PARMS) DATA;
PUT DATA(R 4Ny LyNMASTER,LPR); PUT SKIP(5);

/% CREATE NMASTER MASTER RECORDS x/
OPEN FILE(MASGEN)}; DO J=1 TO NMASTER;

CHECK = CHECK + J 3

INTKEY = ~J3

MASTER_KEY=7000000°] | INTKEY;

MASTER_DATA =°000000°*| JINTKEY;

MASTER_CHECK = CHECK 3

MASTER_SUM = 0

WRITE FILE(MASGEN) FROM (MASTER_REC};
END; CLOSE FILE (MASGEN)3

UPEN FILE (MASTER);
OPEN FILE (OUT1);
OPEN FILE (DUT2);
OPEN FILE (OUT3);
DO Ll =1 TO R;
READ: READ FILE (MASTER) INTO (MASTER_REC);
/% EXECUTE KERNEL N/R + 1 TIMES PER RECORD OR 1 TIME PER RECORD UNTIL
N TOTAL REPETITIONS */
PO L2 = 1 TO ((N-R)/R + 1 + 1 ) WHILE {(NREPS<N);
DECLARE IX BINARY FIXED(31) INITIAL(13571),
1Y BINARY FIXED(31),RN DECIMAL FLOAT;
ON FIXEDOVERFLOWS
IY = [X*65539;3
IF IY < O THEN 1Y=1Y +2147483647+1;

RN = IY;

RN = RN * ,4656613E-9;
RN = RN * 10.3

IX = IY3

INTKEY=SURT (RN) 3 MASTER_DATA(1}=*000001"*| 1 INTKEY;
INTKEY=EXP(RN) ;MASTER_DATA(2)="001002"] | INTKEY;

INTKEY =(1+ 3%3,14)/L0G(RN);MASTER_DATA{3}=
1000003 | {INTKEY S

INTKEY =0L1; MASTER_DATA(4)='000004"']1INTKEY;

INTKEY =L2; MASTER_DATA(S)='000005"] | INTKEY;

MASTER_SUM=MASTER_SUM+1;

MASTER_CHECK = L13

NREPS = NREPS + 13

END;

WRITE: WRITE FILE (OUTLl) FROM (MASTER_REC);
WRITE FILE (0UT2) FROM (MASTER_REC);
WRITE FILE {OUT3) FROM (MASTER_REC);

/% PRINT LINES LPR LINES PER RECORD dH[LE LINES <=L */

L0 K=1 TO LPR WHILE(LINES<=L);
PUT SKIP DATA(L1,L2,LINES,NREPS) ;

LINES= LINES+1; ENL3

END;
END SYN1;
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INTRODUCTION

Recently considerable effort has been directed to the
development of computer systems that are able to serve
a large number of users in an interactive manner. The
model of interactive computer system is described by
stating what a single user does during an elementary
operation at his console, the ‘“interaction.” Roughly
stated, an interaction consists of the user requesting and
then receiving service from the computer system. The
events usually forming an interaction are: the user’s
thinking, typing at his remote console, waiting for a
response  from the computer system, and finally
watching output. These interactions are repeated until
the user finds the desired output. The number of inter-
actions depends on the contents of a job which is
processed by the computer system and on the goodness
of program which is processed by the user in each
interaction. Since this number fluctuates stochastically,
it may be considered as a random variable.

The turnaround time is defined as the time interval
between the generation of the first request and the
reception of the final service from the computer system.
Thus, the complete service for a job is made during the
turnaround time. For users the turnaround time is one
of the most important characteristics of the computer
system. There are some characteristics of the interactive
computer system which are of operational importance.
These characteristics are:

(a) The service time, which is the duration of time
required to complete the service for a request in
an interaction;

(b) The response time, which is the time interval
between the generation of a request in an inter-
action and the reception of service from the
computer system in the same interaction;

(c) The think time, which is the time interval
between the reception of service in an interaction
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and the generation of a request in the next
interaction; and

(d) The interaction time, which is the time interval
during which an interaction is completed, that
is, the sum of the response time and the think
time.

In this paper, a simple mathematical model of the
operation is proposed for an interactive computer
system, and some analyses are made for the turnaround
time, the response time, the interaction time, and the
number of jobs in the computer system.

MOTIVATION OF THE ANALYSIS

There are various analytical models for time sharing
computer systems, which are extensively surveyed by
J. M. McKinney.! Most of the models have been con-
structed for the purpose of estimating the response
characteristics in each interaction. Some typical models
are the round-robin model, the multi-level foreground
background model, and the external priority model.
The analyses of the models have well explained the
servicing behavior for requests in each interaction, and
the probability distribution of response time and
related characteristics have usually been obtained in
postulated time sharing environments. These models,
however, are not suitable to explain the servicing
behavior for jobs through the complete turnaround
time, namely, the models are too complex to be used in
estimating the characteristics in connection with the
entire sequence of interactions between users and the
computer. . v

Unfortunately, little work has been carried out in
analyzing the overall servicing behavior of interactive
computer systems from a mathematical point of view,
at least to the author’s knowledge. The motivation for
lack of the analysis is directed toward constructing an
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analytical model by which entire interactions between
users and the computer are described in a suitable way.

ANALYTICAL MODEL
Assumptions

To construct an analytical model for the interactive
computer system, we will make some assumptions on
the arrival to the system, on the stochastic behavior of
the service times and the think times, and on the
number of interactions during the turnaround time.
First, it is natural to assume that the sequence of job
arrivals constitutes a Poisson process with a constant
arrival rate, because jobs arrive at the computer system
independently each other. In fact, this assumption has
been empirically justified in various situations, and
has been adopted in almost all queueing models of time
sharing systems.! Second, the service times should
depend on a scheduling algorithm by which requests in
each interaction are processed. But, in a very rough
estimation, it may be considered that they are mutually
independent and identically distributed. We assume
the exponential distribution of service times in the usual
way. This is also demonstrated by practical data
observed by A. L. Scherr? with compatible time sharing
systems. Similar considerations can be made on the
think times. It is evident that a user’s think time in an
interaction is independent from his think time in
another interaction as well as from another user’s think
time. Scherr’s observation also supports this assumption
as an approximation. Here, it is noted that the ex-
ponential distribution assumptions of the service times
and the think times make the model tractable. Finally,
the number of interactions between a user and the
computer fluctuates stochastically and may be con-
sidered as a random variable. We assume that the
probability of having another interaction of a job is
independent of the number of interactions preceding it.

Description of the model

Suppose that jobs arrive at the computer system in
accordance with a Poisson proeess with density A.
Denote by 7. (n=1,2,3,...) the arrival epoch of the
nth job. Then, the interarrival times roy1—7, (n=1, 2,
3, ...) are identically distributed, mutually independent
random variables with distribution function

1—e™  if 120,
4() =
0 if $<0.

The jobs are served by a single processor in order of

arrival. The processor is idle if and only if there is no
job in the computer system. The service times are
supposed to be identically distributed, mutually
independent random variables with exponential dis-
tribution function

1—e*t if =0,
H(t) =
0 if t<0.

After being served, each job either returns the com-
puter system with probability v, requesting further
service, or goes away permanently with probability
1—+v. The event that a job returns is independent of
any other event involved and, in particular, independent
of the number of its previous returns. In the case that
a job returns the computer system, some delay (the
think time) is required before the job joins the queue
again. The think times are supposed to be identically
distributed, mutually independent random variables
with exponential distribution function

l—ert  if £20,
G@t) =
0 if 1<0.

It is supposed that the newly arrived jobs and the
returned jobs are equally treated in the computer
system. Thus, all jobs are served in order of arrival.
The distribution function of serviee times for the
returned jobs is supposed to be equal to that for the
newly arrived jobs.

The model deseribed is a kind of single-server
queueing model with feedback. A single-server queueing
model with feedback has been investigated by L.
Takécs.? In his model, the Poisson arrival is assumed
and the feedback rate 4 is defined in the same way.
The service times are supposed to be identically dis-
tributed, mutually independent random variables with
general distribution function. From this point of view,

whole system
s T T s s s m e - b}
1 . 1
1
! thinking . o
! system K !
| t
] 3
j A
l "
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amval_\: . computer + departure
" system i ! 1'.;
i
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Figure 1—The queueing model with feedback
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Takécs’ model is more general than ours. However,
immediate returns are required when jobs join the
queue again, while some delay is involved in our model.

The model is well described by introducing a virtual
thinking system in which infinitely many servers are
furnished. Let the whole system consist of the computer
system and the thinking system, as is shown in Figure 1.
Jobs that arrive at the whole system enter the computer
system and join the queue. The jobs are served by a
single processor in order of arrival. After being served,
each job either immediately enters the thinking system
with probability v or departs from the whole system
with probability 1—+. Since infinitely many servers are
furnished in the thinking system, there is no queue in it.
Therefore, the service in the thinking system is imme-
diately commenced when a job enters the thinking
system. The distribution function of serviee times in the
thinking system is given by G(¢). After being served,
each job immediately enters the computer system and
joins the queue. The cycles from computer system to
thinking system are repeated until the job departs from
the whole system. Then, the probability with which a
job has n returns is given by

ra=v"(1—7), n=0,1,2,.... (1)

ANALYSIS
The mean number of jobs in the system

Assume that the whole system is in statistical
equilibrium. Let £ be the random variable representing
the number of jobs in the computer system, and let 5
be the random variable representing the number of jobs
in the thinking system. Denote by p(z,7) the proba-
bility with which £=7 and n=j. Then, it is obtained that

Ap(0,0) =u(1—7)p(1,0), (2)

(A+3)p(0,7) =u(1=7)p(L, ) +uyp(1,j—1),
>0 (3)

A+w)p(,0) = p(E—1,0)+u(1—7)p(i+1,0)
+wp(i—1,1), >0, (4)
A+u+gp)p (7, 7) = p(i—1,7) +p(1—7)p(i+1, )
+uyp(i+1,7—-1)+ (j+1wp(e—1,j+1),
1>0,7>0. (5)
The probability generating function of £ and % is
defined by

Pz, y) = Elaty]= 3 3 p(i, Dy,

=0 j=0

~where E represents the mathematical expectation.

Multiplying (2), (3), (4), and (5) by 1, %% z¢, and
z%y? respectively and summing them, it is derived that

v(y—2)Py(z, y) +[A(1—-2)
+u{l—(1—7)/z—vy/x} 1P (z, y)
=p{l—(1—v)/z—vy/z}P(0,y), (6)
where we put
Py(z,y) =dP(z,y)/dy.

Let L. be the mean number of jobs in the thinking
system. Then,

L~ Zj@p(i,j)) =P(LY. (@

L, is easily found in the following way. Putting =1 in
(6), it is obtained that

v(y—1)Py(1,y) +uy(1—y)P(1,y)
=uwy(1=y)P(0,y). (8)

Then, by differentiating both sides of (8) with respect
to y and then putting y =1, it is obtained that

vPy (1, 1) =py{P(1, 1) =P(0, 1)}. (9)

Substituting (7) and P(1,1) =1 in (9), it is obtained
that
Ly=py{1—=P(0,1)}/». (10)

Here, P (0, 1) is found as follows. Put y =z in (6). Then,
(1=2) {u(1—v) —Az}P(z, 2)
=(1-2)u(l—7)P(0,2). (11)

By differentiating both sides of (11) with respect to z
and then putting £=1, it is obtained that

P0,1)=1—N/(1=7)p. (12)
Hence, by substituting (12) in (10), it is obtained that
Ly=My/(1—=7)w. (13)

Next, let L; be the mean number of jobs in the
computer system. Then,

n=5i(Eren)=ran b
=1 \j=0
where we put
Pz(17 1) =P$(x’ y) Iz=lyy=1=dP(x: y)/dx Ix=1,11=1‘
Since
dP(z, z) /de=P,(z,z) +Py(z, z),

it is derived that

dP(x, z)/dx ;o1 =L+ Lo. (15)
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Differentiating both sides of (11) two times with
respect to  and then putting £=1, it is obtained that

A {u(l=y) =M (Ln+Ly) = —u(1—=7) P, (0, 1). (16)
Here, it is noted that
dP (0, z) /dx=P,(0, x).
Thus, (16) yields
Li+Le=p/(1=p)+Py(0,1)/(1=p),  (17)

where we put
p=N(1—7v)u.

p is the utilization factor of the computer system,
because

AMI+y+y+ ) =N ({1~7)

is the arrival rate and 1/u is the mean service time.*
The second term in the right hand side of (17) is the
mean number of jobs in the thinking system, under the
condition that there is no job in the computer system.
Then, if the state in the thinking system is stochasti-
cally independent of that in the computer system, L»
may be given by

Ly=P,(1,1) =Py(0, 1)/ (1—p).

Under the assumption of this stochastic independence,
L; may be given by

Ly=p/(1—-p). | (18)

In the following section we will prove the stochastic
independence between the states in the computer
system and in the thinking system.

Method of finding P(x, y)

Assume that the states in the computer system and in
the thinking system are stochastically independent.
Then, the probability generating function P(z,y) is
factorized as

We will show that P(z,y) given by (19) becomes the
solution of (6) if P(z,1) and P(1,y) are suitably
chosen.

Denote by M/M/1 the single-server queueing system
with a Poisson arrival and exponential service times.’
It is known that the mean number of jobs in the system
M/M/1is given by p/(1—p), where p is the utilization
factor of the system. This formula coincides with the
first term in the right hand side of (17). Thus, it is
suspected that the computer system forms the system
M/M/1 from the queueing point of view. Since the

probability generating function of the number of jobs in
the system M/M/11is given by (1—p)/(1—pzx),* we put

Pz, 1) = (1—=p)/(1—p2). (20)

Next, denote by M/M/ « the infinitely many-server
queueing system with a Poisson arrival and exponential
service times.? It is also known that the mean number of
jobs in the system M/M/ is given by \'/», where N\
is the arrival rate and 1/» is the mean service time. Now,
under the assumption of the stochastic independence,
the second term in the right hand side of (17) is
written as

N/v={N/(1=7)}/»,
where
N=M/(A=y) =Ny+y*+v+---)

is the arrival rate of the thinking system. Thus, it is
suspected that the thinking system forms the system
M/M/ o from the queueing point of view. Since the
probability generating function of the number of jobs in
the system M/M/ « is given by exp{— (\"/») (1—=x) }*
we put

P(l,y) =0 (21)
where
B=My/(1—v)».
Substituting (20) and (21) in (19), it is obtained that

(1—p)eBu—n

P(z,y) =Pz, P(L,y) = ———

(22)

To show that P(z, y) given by (22) is the solution of
(6), put

Ay=v(y—2)Py(z,y),
Ay=[N(1—2)+u{l—(1—v)/z—yy/=} 1P (z, y),
Ay=p{l—(1—7y)/z—vy/2z}P(0,y).
Then, it is sufficient to prove that
Ai+-A,—A3=0.
Since 4, and Aj; are calculated as
Ai=w8(y—2)P(2,9),
As=p{l— (1—v)/z—vy/x} (1—pz) P(z, y),
it is derived that
(A1+A2—43) /P (z, y) =M (y—=)/(1—7) +\(1—2)
+Mz— (1=v) —yy}/(1=7)
=0.
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Thus, (22) becomes the solution of (6) and our con-
jecture that the states in the computer system and in
the thinking system are stochastically independent is
justified.

In the above analysis, it is shown that the computer
system and the thinking system form the systems
M/M/1 and M/M/ respectively. This fact can be
intuitively explained in the following way. Assume that
the computer system forms the system M/M/1 from
the queueing point of view. It is known that the output
process of the system M/M/1 is a Poisson process.®
It is also known that the probabilistie selection of jobs
from a Poisson process results in a Poisson process.”
Hence, the input process of the thinking system becomes
a Poisson process and then the thinking system forms
the system M/M/» from the queueing point of view.
Since the output process of the system M/M/x is a
Poisson process,® and the aggregation of several in-
dependent Poisson processes results in a Poisson
process,” the input process of the computer system
becomes a Poisson process. Thus, the computer system
forms the system M/M/1 from the queueing point of
view, which is our first assumption. Therefore, no
contradiction is derived, and our assumption is justified.
This intuitive argument will be used later.

The mean turnaround time

The turnaround time is defined as the time interval
between the generation of the first request and the
reception of the final service from the computer system.
In other words, the turnaround time is the time interval
during which a job stays in the whole system. The mean
turnaround time is one of the most important char-
acteristies for users.

Denote by T(n), (n=0,1,2,...), the mean turn-
around time for jobs with n returns. Since the proba-
bility with which a job has n returns is given by (1),
the arrival rate for jobs with n returns is written as

An) =M=My"(1—7), n=0,1,2,.... (23)
Let Ly(n) be the mean number of jobs with n returns
in the computer system, and let L;(n) be that in the
thinking system. Then, by applying Little’s theorem to
the whole system,? it is obtained that

T(n) = {Li(n) +La(n) }/N(n),

We will find Ly (n) and L:(n).

Let Ly(n, k) be the mean number of jobs with n
returns in the computer system, under the condition
that those jobs already have k(k=<n) returns. And let
Ly(n, k) be that in the thinking system under the same

n=0,1,2,.... (24)

thinking
system N
INZEE D V=)
arrival computer departure
A A=) | system  [x/G-v) X

Figure 2—The aspect of flows in the system

condition. Then, it is evident that

Lw= 3 Liin, B), (25)
Ly(n) = E Ly(n, k). (26)

In statistical equilibrium, the input rate in any system
is equal to the output rate in the same system. Now,
define

ui(n, k) =Li(n, k) /L,
us(n, k) =Lq(n, k) /Le.

Then, by equating the input rate of jobs with n returns
in the computer system and the output rate, it is
obtained that

M (1=v) = {N (1—7) }u(n, n), 27
N/ (1=7) Yua(n, k—1)
= {)‘/(1'—7) }ul(n) k):

Here, it is noted that the input rates in the computer
system and in the thinking system are A/(1—v) and
N/ (1—7) respectively, as is shown in Figure 2. From
(27) and (28), it is derived that

u(n, n) =v"(1—7v)3, (29)
nxzkz1. (30)

n=kz=1. (28)

7u2(n7 k—]-) =u1(n: k):

Similarly, by equating the input rate of jobs with =
returns in the thinking system and the output rate, it
is obtained that

NV (A=y) bualn, k) = {My/(1=7) }ua(n, k), n>k20.
(31)

From (31), it is derived that
w(n, k) =vyus(n, k), n>k=0. (32)

Using (29), (30), and (32), wi(n, k) and wus(n, k) are
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Figure 3—The mean response time R

given by
w(n, k) =v(1—v)%
u2(n> k) =y"1(1—7v)%

Then, by the definitions of w1 (n, k) and us(n, k), it is
obtained that

n2k=0,

n>k=0.

Li(n, k) =v"(1—7)*Ly, (33)
Ly(n, k) =v*(1=7)Ls. (34)

Here, it is noted that Li(n, k) and Ls(n, k) do not
depend on k. By substituting (33), (34) in (25), (26)
respectively, it is obtained that

Li(n) = (n+1)v"(1—v)*Ly, (35)
Ly(n) =ny*1(1—v)2Ls. (36)

Then, by using (23), (24), (35), and (36), the mean
turnaround time 7 (n) for jobs with n returns is given by

_ (n+1)L, nLy
N1 M=)

Now, we will consider the meaning of (37). Let R be
the mean response time of the interactive computer
system, and let K be the mean think time. It is shown
that the input rate in the computer system is N/ (1—v),
and the mean number of jobs in that system is denoted
by Ly. Then, by applying Little’s theorem to the com-
puter system,? it is obtained that

L,
R= ——.
N (1=7)
Similarly, the input rate in the thinking system is

Ay/(1—7) and the mean number of jobs in that system
is Ly, then, by applying Little’s theorem to the thinking

T(n) (37)

(38)

system,
L,
K= ——"——=1/» 39
My/(1—7) /v (89)
Hence, (37) is written as
T(n)y=R+n(R+K). (40)

Here, (R+K) is the mean interaction time for the
interactive computer system. Thus, the mean turn-
around time for jobs with n returns is the sum of the
mean response time and 7 times the mean interaction
time. R, K, and T'(n) are shown in Figures 3, 4, and 5
respectively. In the case that a job has no return, of
course, the mean turnaround time coincides with the
mean response time.

Finally, the mean turnaround time for any job,
regardless of the number of its returns, is given by

T= 3 rT(n) =R+ (1—v) (R+K) 3o ny»

n=0 n=1

=R+{y/(1—v) } (R+K), (41)
which coincides with (Ly+Ls) /\.

Extension to the tnteractive computer system
with multiple processors

It is easy to extend the previous analysis to the
interactive computer system with multiple processors.
Suppose that there are s processors in the computer
system. Then, the computer system forms the system

17y

Figure 4—The mean think time K
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T(n)

Figure 5—The mean turnaround time 7'(n)

M/M/s from the queueing point of view, where M/M/s
means the s servers queueing system with a Poisson
arrival and exponential service times.® It is known that
the output process of the system M/M/s is a Poisson
process.® Then, the intuitive argument given for the
analysis of the computer system with a single processor
is entirely applied to the analysis of the computer
system with s processors. The probability generating
function of the number of jobs in the system M/M/s
is given by*

Po (i ()14 3 <px>'°/s!sk-"),

where p, is the probability with which there is no job
in the system M/M/s. po is calculated by

po=1 / (f: p"/k!‘f"Ps/(s_l)!(s_P))- (42)

k=0

Then, if we use

P(z, 1) =po (S"E )kl 3 <px>k/s!sk—") (43)

instead of (20), the probability generating function
P(x, y) is factorized as

where P(1, y) is given by (21). In this case, the mean

number of jobsin the computer system is given by*
ps+l

(= 1)1 3 (/R [ (s—k)*—k)

k=0

L1=

(44)

Then, the previous results (37)-(41) still hold for the
interactive computer system with s processors.

DISCUSSION

As an analytical model for the interactive computer
system, the paper has proposed a feedback queueing
model in which some delay is required before jobs join
the queue again. From the analysis of the model, the
mean turnaround time is related to the mean response
time and the mean think time in a very simple way.
Although the validity of this simple relation largely
depends on the exponential distribution assumptions
for the service times and the think times, it is con-
sidered that the result obtained is a good approximation
of actual behavior. In fact, Equation (40) which gives
the relation can be intuitively justified and can be
empirically recognized.

The exponential distribution assumption for the
service times is frequently adopted in various queueing
models. This is due to the tractability of models as well
as to the reasonability of the assumption. Sometimes
we may be interested in queueing models with non-
exponential distribution assumption. These models
usually become hardly tractable in a theoretical way,
when they are slightly complicated. However, it is well
known that the adoption of the exponential distribution
assumption causes results to be on the safe side.

SUMMARY

The paper has proposed a simple mathematical model
of the operation for an interactive computer system with
a single processor, and has presented some characteris-
ties of the system, such as the mean turnaround time,
the mean interaction time, etc. From the queueing
peint of view, the proposed model is a kind of single-
server queueing model with feedback. But, unlike the
usual queueing models with feedback, the proposed
model requires some delay when a job returns the
queueing system. This delay represents the user’s think
time in the interactive computer system.

The model is well deseribed by introducing a virtual
thinking system in which infinitely many servers are
furnished. Thus, the whole system consists of the
computer system and the thinking system. Here, the
user’s thinking is represented by the service in the
thinking system. The analysis is first made for the
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mean number of jobs in the thinking system and for
that in the computer system, under the assumptions
of a Poisson arrival and exponential service times. Then,
the probability generating function of the number of
jobs is derived by solving a differential equation. It is
shown that the states in the computer system and in
the thinking system are stochastically independent, and
the computer system and the thinking system form the
systems M/M/1, M/M/« respectively.

ACKNOWLEDGMENTS

The author would like to thank Dr. N. Ikeno, Mr. K.
Naemura, and Mr. Y. Yoshida for numerous dis-
cussions and suggestions which aided in the preparation
of this paper.

REFERENCES
1J M MC KINNEY

A survey of analytical time-sharing models
Computing Surveys Vol 1 No 2 1969

2 A L SCHERR
An analysis of time-shared computer systems
Research Monograph No 36 MIT Cambridge
Massachusetts

3 L TAKACS
A single-server queue with feedback
Bell System Technical Journal Vol 42 No 2 1963

4 T L SAATY
Elements of queueing theory
MecGraw-Hill New York Toronto London 1961

5 D G KENDALL
Stochastic processes occurring in the theory of queues and
their analysis by the method of the tmbedded Markov chain
Annals of Mathematical Statistics Vol 24 No 3 1953

6 P J BURKE
The output of a queuing system
Operations Research Vol 4 No 6 1956

7 R W CONWAY W L MAXWELL L W MILLER
Theory of scheduling Chap 8
Addison-Wesley Reading Massachusetts Palo Alto
London Don Mills Ontario 1967

8 J D C LITTLE
A proof for the queuing formula: L= W
Operations Research Vol 9 No 3 1961



Alcoa Picturephone Remote Information System (APRIS)

by M. L. COLEMAN, K. W. HINKELMAN, and W. J. KOLECHTA

" Aluminum Company of America
Pittsburgh, Pennsylvania

OBJECTIVES AND DESIGN PHILOSOPHY

The objective of the Alcoa Picturephone* Remote
Information System (APRIS) is to give to Aleoa execu-
tives the capability of using their Picturephones to
retrieve information from the corporate computer
data base.

The primary design criterion was ease of use. Other
management information systems, in an effort to be as
powerful as possible, sacrificed simplicity and thus made
themselves unsuitable for the personal use of the
executive. Experience with these systems has shown
that it is unreasonable to expect a busy executive to
learn the complex procedures necessary to operate
them. In fact it is undesirable, since the job of an
executive is to make decisions; anything which inter-
feres with this process, no matter how technologically
intriguing, cannot be tolerated.

APRIS’s solution to the conflict between ease of use
and power was to provide an information center to
interpret and respond to the executive’s requests for
information. Rather than provide just a tool, the goal
was to provide a service: the service of better access to
information.

APRIS does not require, or even allow, the executive
to make retrievals based on complex boolean functions.
Rather, by having him press buttons on his Touch-Tone
phone, it lets him step through pages of display, one at
a time, displaying an index whenever it is necessary to
choose between several alternatives. (The complete
user guide for the system is shown in Figure 1.) The
information center has the responsibility for creating
these display pages in response to the executive’s
demands for information. They can use any techniques
available to gather information: existing management
information systems (with their complex and powerful
logic), independent programs to extract and format the
data from the data base used in the daily data pro-
cessing applications, or manual entry using hardcopy
sources.

* Picturephone and Touch-Tone are registered trademarks of the
Bell System.
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User Guide
Alcoa Picturephone Remote Information System (APRIS)

User Guide for

Your password is . Please do not disclose
it to anyone else.

To use the system call #fxxx-xxxx on your Picturephone.
Push the Touch-Tone buttons to go from page to page.
Normally, button 1 will display the next page in a series
of displays and button 0 will display the previous page.
To graph numerical data that is being displayed press the
three buttons: *1%,

If you have any questions, call #xxx-xxxx.

Figure 1—User guide for APRIS

In addition, the information center has a monitor
which displays the pages that the executive is seeing and
provides audio contact so that the executive can make
requests of the information center pertaining to the
current data base and the information center can
manipulate the display if the executive so desires.

HARDWARE

The current hardware configuration necessary to
support Picturephone access at Alcoa is shown in Figure
2. Two lines are presently installed. One, an “intercom”
line, allows access from the information center. The
other line is connected to the general exchange to allow
access from any Picturephone in the calling area.

Each of the lines is connected through a Bell 305 Data
Display Set to a 2701 attached to an IBM 360/65
computer. The 305 data set converts Touch-Tone
signals from the user to digital codes which are inter-
pretable by the computer and also converts digital
codes produced by the computer into video scan lines
which are displayable on the Picturephone. The total
cost for this configuration, including the 2701 is ap-
proximately $1600 per month. Each additional Picture-
phone display station costs $189 a month with exchange
service or $70 a month on the intercom line. A break-
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IBM
360/65
IBM
2701
305
305 [Data Display
ata Display Set
Set

Exchange Line

Intercom Line

Figure 2—Hardware to support Picturephone access

down of these costs is contained in Figure 3. (These
rates are based upon Bell of Pennsylvania tariffs and
will vary in other states.)

SECURITY

A tight, multi-level security system is integral to
APRIS. To gain access, the proper password must be
entered. Each display page is tagged as being publie,
private, or semi-private giving the capability to restrict
the dissemination of confidential data. Data is main-

Basic System

QTY ITEM MONTHLY COSTS*
1 2701 with 2 Type III adapters $ 550,
2 305 Data Display Sets 550.

1 Picturephone Intercom Circuit 35.

3 Picturephones 210.

2 Business lines with Picturephone service 238.

1 Key service control unit 12.50
Total $1595. 50

Additional Terminals
1 Picturephone Display Set $ 70.

1 Business line with Picturephone service 119.
Total $ 189,

*Costs are based on Bell of Pennsylvania tariffs and will vary from

state to state.

Figure 3—Monthly costs

tained on disk storage in an encrypted form and is not
decrypted for display unless all security access require-
ments are met.

SYSTEM PROGRAMMING

In designing the system it was desired that it be
flexible and easy to code. This required the use of a high
level language. However, it was also necessary that the
system occupy as small an amount of core as possible
since it would be resident in the computer the entire
day. This required the use of assembly language coding.
Both objectives were satisfied by writing and debugging
the system in PL/I and then, when the program logic
was correct, recoding it in BAL using the PL/I coding
as a guide.

Both systems are still in use, the BAL for general
use and the PL/I to develop and check out modifica-
tions and expansions to the system. Both make use of
reentrant code and support multiple, simultaneous
Picturephone access.

DATA STRUCTURE

Each display page is stored on the disk as a 534 byte
record consisting of a 50 byte header followed by the
484 character display page, 22 lines of 22 characters
each.

The format of the header is shown in Figure 4.

GRAPHICS

A limited graphie capability has been provided. By
pressing a three button code, an executive can have

PGNUM JPRGST |CHGFLG fRDAUTH fWTAUTH [BUTTON UTTONgBUTTON
o 1 9

Bytes 4 1 1 2 2 4 4 4
PGNUM is the number of the page.
PRGST is a code which tells the system how to graph the data

appearing on that page.

CHGFLG is used as a flag during alteration of the page.

RDAUTH is the read authorization field. The first four bits
indicate whether the page is public, private, semi-
private, or information center. The remainder is

a code specifying the access number of the owner

if the page is private, or a pointer to a list of access
numbers if the page is semi-private.

WTAUTH is the write authorization field.

BUTTON 0 - BUTTON 9

are 10 fields each of which contain the page number
of the page which will be displayed after the corre-
sponding Touch-Tone button is pressed. Al ina
field means that the user's initial page (as defined
in a table) is displayed when that button is pressed.
A zero in a field means that that button is undefined.

Figure 4—Header format
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numerical data displayed as a bar graph. Both positive
and negative values can be graphed. The system labels
the z-axis but there is no room on the sereen to indicate
values for the y-axis. A push of a button, however,
returns the corresponding numerical display. While
austere, the graphics serve to effectively highlight
trends and thus significantly improve the usefulness of
the system.

PICTUREPHONE vs. CRTs

The display capabilities of the Picturephone are 22
lines of 22 characters with the first and last lines non-
useable. Many system analysts feel this is too small to
display useful information and thus would prefer to
design systems which use CRTs with their larger
screens. The problems of 20X22 character display are
" those of scale. The limited display size restricts the
analyst in his design of system output formats. On the
Picturephone it may take a bit more effort to produce
useful output and may possibly require the division of
related information onto several display pages but the
data can be displayed and the executive can read and
use it quickly. We feel that the problem of limited
display size is more than offset by the fact that the
Picturephone may be used both as a face-to-face
communication device and as a remote terminal.
Thus, its cost is essentially shared over both ecapa-
bilities. In addition, the executive’s desk is not cluttered
with an additional screen and keyboard.

DATA BASE

For the initial presentation of APRIS to the top
executives of Alcoa a sample of the type of information
that could be efficiently and effectively displayed on the
Picturephone was needed. The data had to be real and
useful to the executives. It was felt that it would be a
mistake to provide data that was either “dummied up”
for the presentation, was of no use in the decision
making process, or could be better presented by having
it typed on a piece of paper.

There are two types of data which meet these criteria.
The first is massive historical data which in hardcopy
form is too bulky to allow convenient access. The second
is data which changes more rapidly than can be rou-
tinely handled with current reporting methods.

For an example of the first, an existing consumer
research data file was used. This file consisted of 40,000
data entries recording monthly shipment and produc-
tion figures for aluminum and various consumer
products ranging from vacuum cleaners to automobiles.
The file was passed against a program which sum-

marized the data by year, quarter, and month and
formatted it into approximately 4000 pages suitable for
display. Another program created a series of index
pages which allow any desired item to be located. An
example of a typical inquiry, the yearly production of
aluminum vans and the net change by year, with their
associated graphs, is shown in the Appendix, Figure 5
through Figure 17.

As an example of the second type of data a daily
report called the Forward Load Report was chosen.
This consists of order information of various aluminum
products produced by Alcoa plants. A program trans-
forms the report into a displayable format and builds
the indices necessary to access it. No example of this
report is given here due to the confidential nature of
the data.

CONCLUSIONS

The Picturephone has proven to be an effective and an
efficient means of allowing executives to directly access
a computer data base. However, Picturephone access,
as an isolated capability, is of little use to a busy
executive. Only when it is made one arm of an efficient
information center does it serve to provide the executive
with useful information for his decision making process.

APPENDIX

Ezxample of a typical inquiry

Figure 5—Welcome message
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Figure 7—After pressing button 1 Figure 9—After pressing button 6
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Figure 11—After pressing button 1 Figure 13—After pressing button 4
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Figure 14—After pressing the code for graph: *1* Figure 16— After pressing button 9

Figure 15—After pressing button 0 Figure 17—After pressing the code for graph: *1*



Computer support for an experimental
PICTUREPHONE® computer system at
Bell Telephone Laboratories, Incorporated

by ERNESTO J. RODRIGUEZ

Bell Telephone Laboratories, Incorporated
Holmdel, New Jersey

INTRODUCTION

This paper describes the computer support of an ex-
perimental PICTUREPHONE/Computer system im-
plemented at Bell Laboratories. The system provides
Bell Laboratories and AT&T executives with the capa-
bility of using their PICTUREPHONE station sets to
display information retrieved from a computer. Its
primary purpose is to demonstrate the technical feasi-
bility of accessing a computer from standard PIC-
TUREPHONE stations and to help in the evaluation
of the service.

Methods of operation in PICTUREPHONE/Com-
puter systems can vary; they depend on the system
objectives, types of users, and information to be re-
trieved. The information provided in this paper may
serve as a general guide for those faced with the task of
providing software and/or hardware to support PIC-
TUREPHONE/Computer systems. The hardware and
software used in the Bell Laboratories system are func-
tions of the type of operation chosen and the particular
computer facilities which were available. However, some
of the concepts employed and techniques of overcoming
implementation problems should be applicable to any
PICTUREPHONE/Computer system and to a smaller
degree, to the implementation of other systems which
include terminals not supported by readily available
hardware and software.

In the Bell Laboratories system, users gain access to
the ecomputer by dialing a PICTUREPHONE number
associated with the computer. Thereafter, the user
communicates with the computer using his station’s
TOUCH-TONE?® dial. The computer’s responses are
displayed on the PICTUREPHONE station screen. A
Display Data Set is used to interface the PICTURE-
PHONE network and station with the computer (see
Figure 1). The Display Data Set translates TOUCH-
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TONE signals into ASCII characters for the computer;
it stores ASCII information from the computer and
translates the information to an appropriate video sig-
nal for refreshing the display on the PICTUREPHONE
screen. Thus, the computer is relieved of the task of
repetitively transmitting the message to be viewed.

OPTIONAL VOICEBAND STANDARD
PRIVATE LINE P'CTl:ggi";HONE
COMPUTER
DISPLAY PICTUREPHONE
DATA SET SWITCH
PICTUREPHONE
STATION

Y,

Figure 1—Computer access for PICTUREPHONE Service

Further information on the Display Data Set can be
found in its Technical Reference* and in the February,
1971 issue of the Bell System Technical Journal. This
paper is concerned with the software implementation
and general operational characteristics of the Bell
Laboratories experimental PICTUREPHONE/Com-
puter system.

* Technical Reference Information for the Display Data Set
Used to Provide Computer Access Service for PICTUREPHONE
Stations—available from Engineering Director, Data Communi-
cations, American Telephone and Telegraph Company.
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SYSTEM OBJECTIVES AND PROGRAMMING
CONSTRAINTS

Man/computer dialogue in the Bell Laboratories ex-

perimental PICTUREPHONE/Computer system is
constrained by certain physical considerations and
human factors. The following physical considerations
imposed general constraints on the system and conse-
quently on the software implementation:

o The system is designed to be accessible from a
standard PICTUREPHONE station set without
requiring auxiliary input devices, such as key-
boards, light pens, ete.; that is, only the TOUCH-
TONE dial is required for input.

o Display size is limited to 440 characters, 22 char-
acters per line, 20 lines per display.

Human factor considerations are particularly im-
portant when implementing this type of system. Basic
assumptions in the design of the experimental system,
which also imposed some constraints on the software
implementation were:

e Users of the system would not, in general, have
any knowledge of computer programming nor
would they be willing to use a reference manual of
interaction codes.

o User inputs should be as short as possible, without
any intercharacter input time constraint and with-
out the need for an “‘end of message” character.

o Each display should contain sufficient instructions
to enable the user to select the next display, one
of a few possible new displays, or return to a
familiar point in the program.

In the experimental system, displays always contain
enough instructions so that even the most inexperi-
enced user may proceed from display to display with
confidence. However, the more experienced users can
use the system more efficiently, since more options are
allowed at a particular point in the interaction than are
enumerated on the screen. Once a user becomes familiar
with the codes for selecting the system’s various abili-
ties, he often can choose them directly rather than
being led step-by-step through a sequence of decisions.
If a user makes a selection which is not allowed at a
particular point in the interaction, he is presented an
appropriate error display. This display tells the user the
particular error he has made and gives him the option
of returning to the point at which he made the error,
reviewing a particular set of instructions, or using
another code.

INPUT/OUTPUT HARDWARE AND
SOFTWARE SUPPORT

General

The computer used in the Bell Laboratories experi-
mental PICTUREPHONE/Computer system is an
IBM 360/50 computer operated with the System/360
Operating System and under a multiprogrammed en-
vironment with a variable number of tasks (MVT). The
computer is connected to the experimental PICTURE-
PHONE network via two Display Data Sets (DDSs).
The DDSs are connected to the computer through an
IBM 2701 Telecommunications Control Unit (here-
after referred to as the control unit) with two Terminal
Adapters Type IIL. Since, in this system, the DDSs are
remotely located from the computer, voiceband facili-
ties equipped with 202D-series data sets are required
on the transmission facility between the DDSs and the
computer. Transmission is half-duplex at 1200 bauds.

Because the operational characteristics of the DDS
are different than those of existing terminals and since
the Bell Laboratories system represented the first use
of PICTUREPHONE stations for computer access, it
was not expected that standard computer hardware and
software would support the system operation. Minor
modifications were required in the input/output hard-
ware and software to support the experimental system.

The terminal Adapter Type III (hereafter referred
to as the adapter) normally permits the attachment to
the computer of remotely located IBM 2260/2848 dis-
play complexes.

Operation with these devices involves polling and
framing of messages, both of which require recognition
of control characters by the adapter. However, the
experimental PICTUREPHONE/Computer system
uses simple Read only/Write only operations, without
hardware recognition of line control characters, so that
minor hardware and software modifications were
necessary.

Hardware modifications

Two modifications to the adapter hardware were
made to provide for the experimental PICTURE-
PHONE/Computer access system operation. These
were to delete the two-second timeout period for the
Read command and to delete the line-control character
(EOT, STX, ETX, SOH, CAN, ACK, NAK) recogni-
tion. The first modification was made by grounding
pin 01A-B2-C3-B09 and the second was made by
grounding the “search lateh” pin 01A-B2-G3-D06 in
the adapter.
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The two-second timeout was deleted in order to avoid
the termination of the Read command if a character is
not received within a two-second period. Although not
an essential modification, the deletion of the two-second
timeout would avoid the need to continually reestablish
the Read command and thereby permit a more efficient
computer operation.

The line-control character recognition was deleted
because the associated polling mode of operation and
associated message framing are not compatible with
the PICTUREPHONE/Computer access system. Since
only one PICTUREPHONE station is connected
through a Display Data Set to the computer at one
time, polling is not appropriate. Message framing
would require the dedication of one of the 12 TOUCH-
TONE input characters as an “end of message” char-
acter. This would restrict the user input capabilities
and require users to remember to terminate inputs
with a special character. This latter requirement was
judged undesirable since the users are primarily mem-
bers of upper management. The absence of message
framing implies that the experimental software knows
at all times how many characters it should expect and
requires CPU intervention for each character received.
Once a character is received, several validity checks
are made and then a new Read command is issued;
this process takes approximately 9 ms of CPU time and
it repeats until the experimental software count is
. completed. Since the system was implemented a new

“Read Clear’” command has been made available which
_disables the “search latch’”’ function. . '

Software modifications

The control unit operations are supported by two
IBM data management access methods. One of these
access methods, Basic Telecommunication = Access
Method (BTAM), which controls data transmission,
was used to support the teleprocessing operations in the
experimental PICTUREPHONE/Computer system.

BTAM is most helpful for implementing programs
for telecommunications applications. It presently sup-
ports the following terminal devices: IBM 1030, 1050,
1060, 2260 and 2740 terminals, Bell System 83B3 and
TWX stations and Western Union 115A stations. How-
ever, the use of BTAM to control transmission of com-
puter messages to and from an unsupported terminal
device not in the above list, such as the Display Data
Set, requires special attention particularly when con-
sidering the use of the BTAM provided deviee input/
output (I/0) modules.

A device I/0 module contains the control informa-
tion for the generation of channel programs for a given

terminal deviece. The terminal device supported by the
adapter is represented by the device I/O module
IGG019M3. However, since the experimental PIC-
TUREPHONE/Computer system requires simple Read
only/Write only operations, without line-control char-
acter recognition, and the module IGG019MS3 did not
provide for this type of operation, it was necessary for
it to be expanded.

The following actions were taken to incorporate into
the device I/0 module the ability to support the ex-
perimental system:

o Two unassigned operation types representing Read
and Write options in the 32-byte table of offsets
were selected. ,

e Two entries in the channel program offsets for the
operations were added. Each of these entries have
a count of one for either a Read or Write operation
and a pointer to a channel command word (CCW).
A count greater than one is not necessary since
there is no need for polling or acknowledgment of
responses from the Display Data Set.

o Two channel command words for the Read and
Write operations were added. They are: '

01 04 00 00 20 11 04 00 for Write operations

02 04 000020 11 04 00 for Read operations

In the above CCWs, the area address and count
fields are obtained from the data event control
block (DECB) associated with the Write or Read
macro instruction. : ‘

PICTUREPHONE SOFTWARE

General

Software for the Bell Laboratories experimental
PICTUREPHONE/Computer system operates in its
own region of the computer. The PICTUREPHONE
software handles several computer ports simultane-
ously, operates under an overlay structure, and consists
of three self-contained but interrelated modules:

¢ Input/Output Telecommunications
« Executive Module
o Interactive Abilities

A region size of about 22,000 bytes is required by the
Input/Output Telecommunications Module, which re-
sides in core at all times and occupies the highest
priority task. Because it occupies the highest priority
task, jobs running in lower tasks are interrupted when-
ever the Input/Output Telecommunications Module
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requires CPU attention. Whenever a call is received by
the computer, a lower priority task is created by issuing
an ATTACH macro instruction. This new task, having
a maximum size of 18,000 bytes, contains the Executive
Module and Interactive Abilities, which reside on
disk.** When the call is completed, this task is removed
from the system and its main storage area is released.
The following sections will discuss some characteristics
of the modules used in the experimental PICTURE-
PHONE/Computer system.

Input/output telecommunications module

This module is written in Basic Assembler Language
(BAL) and in BTAM. It provides the program inter-
face between the control unit, the Operating System,
and the Executive Module for the PICTUREPHONE/
Computer system. It controls the transmission and re-
ception of messages between the computer and the
PICTUREPHONE wuser by having the Operating
System instruct the control unit to pass data to the
Display Data Set and to receive data from the Display
Data Set.

The Input/Output Telecommunications Module per-
forms the following functions:

¢ Reads (i.e., Receives) characters from the Dis-
play Data Set via the control unit.

o Checks for the following ASCII control characters
sent by the DDS:

o ENQ—start of call

o EOT—end of call

e DCl—start of keyboard mode. In this mode, an
optional adjunct alphanumeric keyboard can be
used at the PICTUREPHONE station for
input.

e DC3—end of keyboard mode

o SUB—start of edit mode. In this mode the user
can modify the contents of the DDS buffer
without interaction with the computer.

e DC2—end of edit mode. This signals the com-
puter that the user is finished modifying the
DDS buffer contents. At this point the computer
stores the modified display on disk or takes
other appropriate action.

e Translates ASCII characters into numeric format.
o Stores numeric characters in common area ac-
cessed by Executive Module.

** If two simultaneous calls are placed to the computer, two new
tasks of 18,000 bytes each are created.

Ml 2

&

TABLE I—Typical Abilities Provided in the Bell
Laboratories PICTUREPHONE®/Computer System

AT&T Stock Report

Stock Market Report

Personnel Information

Bell System News

System Description (describes the system configuration and
operation)

Calculator Routine (addition, subtraction, multiplication,
division, square root functions are available)

Keyboard Routine (allows user to input information from an
alphanumeric keyboard by means of the functions described
in the Display Data Set Technical Reference)

Personal Files (files with personal information for a single
user or a group of users)

o Creates new task by means of ATTACH macro

instruction.

o Writes (i.e., Transmits) characters to Display

Data Set via the control unit.

¢ Pending the receipt of an incoming input, or dur-

ing the transmission of messages, causes the soft-
ware package to enter a ‘“‘wait state,” i.e., it gives
control to the Operating System to service pro-
grams in lower priority tasks.

Figure 2—Hello message display
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Ezxecutive module

The Executive Module is written in FORTRAN
and it provides the logic for the selection of the abilities
(see Table I). Basically, the Executive Module keeps
an account of which display is being shown to the user
and what course should be taken on the basis of his
input. This module will handle the response itself
when the response is a simple information retrieval
application, e.g., AT&T Stock Report, or give control
to one of the Interactive Abilities when the response
requires additional processing, e.g., Calculator Ability.
The Executive module seans every input from the user
before handling any responses. The Executive’s primary
funetion for the user is the provision of general guid-
ance to what information retrieval and other services
the computer can provide.

Abilities

There are eight separate abilities (all written in
FORTRAN) implemented in the experimental system.

Figure 3—Thank you message display

Figure 4—INDEX list

They are briefly described in Table I. An ability, when
selected, will either handle subsequent dialogue itself
until the user decides to leave it, or return control to a
special section of the Executive which will interact
with the user. This interaction is determined by certain
choices, set by the ability, which are allowed to the
user. Most of the abilities provide information re-
trieval functions and some of them require some degree
of interaction. All information retrieval displays are
stored on disk in fixed 440-character records. The abili-
ties fit into a wide range of programming sophistication,
from extremely simple to quite complicated. For ex-
ample, the Calculator Ability allows the user to use his
PICTUREPHONE station set as a desk calculator. Ad-
dition, subtraction, multiplication, division and square
root operations, as well as memory, recall, start, and
cancel features are provided. Obviously, the number of
operations available is a function of the software design
and is not limited by the DDS operational require-
ments. As in most of the other abilities, user-computer
interaction is accomplished with the use of the TOUCH-
TONE dial. A keyboard ability which allows the use
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Figure 5—Stock market report display

of an adjunct alphanumeric keyboard to update in-
formation stored in the computer and which permits a
greater input repertoire is also available in the experi-
mental system. This ability allows the user to retrieve
displays, modify them, and store the modified display
on disk.

METHOD OF PROGRAM OPERATION

To use the experimental system, a user dials the
PICTUREPHONE number associated with the com-
puter and a connection is established. The Input/
Output Telecommunications module recognizes the in-
coming call, gives control to the Executive Module, and
provides a “Hello” message which is displayed with a
request for the user’s extension number (Figure 2).
When the user inputs his four-digit extension number,
the Executive Routine compares the extension number
inputted with a list o valid user numbers. If a match
1s found, the name of the user associated with the ex-
tension number is displayed in a “Thank You’ display
(Figure 3). If an invalid extension number has been

.inputted, the Executive Module will make the fact

known and request the extension number again. After
three illegal extension numbers, the user is instructed
to hang up and get some help. At this point, the com-
puter will not aceept any more inputs from the user
until a new call is made.

After a user gains aceess to the system successfully,
he may request an INDEX of available abilities or he
may go directly to any ability for which he knows the
code. An INDEX display is simply a list of available
abilities with their selection code numbers. From this
INDEX any ability may be reached. The inexperienced
user would naturally make use of these lists frequently.
Figure 4 illustrates the INDEX list.

Most of the selection codes consist of two charac-
ters, with the INDEX pages and various abilities hav-
ing permanently assigned codes. For example, the
INDEX has code *1, Stock Market Report has code
12, ete. Figure 5 shows the format of the Stock Market
Report display. Whenever the system is expecting a
two character input, the user may select any ability,
even in the middle of another ability. However, be-~
cause of display size limitation, many of these choices

Figure 6—Operation codes in calculator ability
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are not enumerated for him. Even in special routines,
where an input of more than two characters is expected,
the user may always opt for any of the *-plus-a-digit
codes, which are legal at any time in the system. Thus,
the user can always leave an ability at any point if he
is somewhat familiar with the system. In any event,
each display of an ability includes the code to return to
the INDEX page. Within abilities, operation codes
directed to the specific ability itself, are always 0-plus-a-
digit. For example, an input of 01 may display the next
page of a list.

Employing the various codes which the program dis-
plays, the user can command the computer’s calculating
ability. This is accomplished through the use of two-
character operation codes. Figure 6 illustrates the set
of TOUCH-TONE codes in the Calculator Ability.

CONCLUSION

General characteristics of an experimental PICTURE-
PHONE/Computer system at Bell Laboratories have
been described.

The system has been operational on the Bell Labora-
tories corporate PICTUREPHONE network for about
three years. It has resided in the same computer that
serves other time-sharing applications, such as Con-

versational Programming System (CPS) and Admin-
istrative Terminal System (ATS). Although the ex-
perimental system is not at present part of a vital
corporate information system, it is demonstrative of
potentially useful PICTUREPHONE/Computer capa-
bilities. In this system, the typical eall holding time is
about five minutes, the average number of retrieved
displays is ten, and the approximate processing time is
one second per call.

The method of operation described in this paper is
simply one of several methods that could be used in
implementing PICTUREPHONE/Computer systems.
However, the information on the hardware and soft-
ware used in the Bell Laboratories system may help
those implementing systems in a similar environment.
In addition, the techniques used to provide computer
access to PICTUREPHONE terminals and the method
of interaction employed at Bell Laboratories may be
useful in designing PICTUREPHONE/Computer sys-
tems in different environments.
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Proposed Braille computer terminal offers
expanded world to the blind

by N. C. LOEBER

IBM Corporation
San Jose, California

INTRODUCTION

As professional people—engineers, scientists, pro-
grammers and managers—most of us make frequent use
of the library. We keep abreast of recent developments
by reading books or technical journals. If we have
developed our reading skills, we can zip through a
document at the rate of 1000 words per minute. But
what would happen to us and our interests if we no
longer had access to the library or if our supply of
reading material was suddenly cut off because we
became blind?

The end of the world you say! No, not quite, but it
might seem so if this fate befell us. Unfortunately, more
than 30,000 individuals lose their sight each year. The
world hastily closes in on them. Books and magazines
are practically out of reach. What alternative do they
have to keep informed?

Thanks to Louis Braille and others, the Braille
system of raised dots on paper provides an opportunity
for written communication. Transcribing and émbossing
of Braille is difficult, so there is a limited amount of
literary works available. This situation need not remain
static. It can be improved by applying computers and
programs to help translate Braille and to develop
equipment for embossing Braille.

A brief tutorial on the raised-dot language of Braille
is presented to illustrate some of its complexities. This
is followed by an explanation of the methods used in
producing Braille material. Finally, the proposed
Braille computer terminal will be deseribed and some
experimental results from a feasibility model will be
discussed.

THE BRAILLE SYSTEM

Braille was developed more than a century ago by
Louis Braille, a French teacher of the blind, to provide

79

some means of communication for his students. It
employs a system of embossed dots on the surface of the
paper, which are felt and read with the fingertips.

Braille is read from left to right, top to bottom,
exactly as a sighted person reads conventional printing.
The average speed of reading is about 100 words per
minute. Figure 1 shows the basic cell configuration for a
Braille symbol. Up to six dots (two vertical columns of
three dots each) are used. The dots of the cell are
numbered as shown. Sixty-three dot patterns or Braille
characters can be formed by arranging the dots in
different positions and combinations. One other
configuration, that of no dots, is used for spacing
between words.

1 o0 4
2 00 5
3 e 6

Figure 1—Braille cell dot identification

Figure 2 shows representative cell dimensions. The
distance between the center of each dot is approxi-
mately 14 inch. There are 4 cells per inch horizontally,
and 214 lines per inch vertically. Dot height is about
.020 inch.

Braille as officially approved in the United States
includes several levels or grades, each level increasing in
complexity with a corresponding reduction in the
number of cells required. Grade I Braille provides full
spelling of words and consists of the letters of the
alphabet, punctuation, and a number of composition
signs which are special to Braille. Figure 3 shows the
basic Braille alphabet. Grade II Braille consists of -
Grade I plus 189 contractions in short form words and
is officially known as English Braille. Grade II Braille is
often compared to shorthand.
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092" —a]

.092"

.092"

.250"

Figure 2—DBraille cell dimensions

In between Grades I and II is another level of Braille
which employs only 44 one-cell contractions. It 'is
known as Grade 114. Grade III Braille is an extension
of Grade II, using additional contractions and short
form words and by the use of outlining (the omission
of vowels). Grade IIT contains more than 500 con-
tracted forms and is used mainly by individuals for
their personal convenience. Several other Braille codes
exist for special applications such as the writing of
music and mathematiecs.

The majority of experienced blind readers use Grade
II Braille. This is also used for most text printing
because of the advantage of space saving (up to
30 percent), faster reading, and faster writing.

[ I e [ X ] o o [ N J o O L J
Y X . . @ e 0606 o0 o
a b c d e f g h i
e o o:- 00 o0 o oo o0 o
) . . ® . - @ . 3 [ N ] [ X ]
c: @ @+ ®° - ©0° o° e° o
J k | m n o p q r
‘e @ . e c® o0 o0 .
[ 4 [ X ] LR [ ] e - ° e O
e o- © o0 o 00 o0 o
s t u v w X y z

Figure 3—The English Braille alphabet

Grade 1 [ o0 [ ]
. o o. - @
a n d
[ 2 o - [ ] [ I} [ .
L . e -0 o0 -0
- . o . e @ - [ I .
b e f o r e

Grade 11 [ X}
o
[ X J

and

before

Figure 4—Word samples written in Braille

Grade I Braille utilizes a character-to-cell relation-
ship. That is, each letter of a word would be reproduced
as a Braille cell. This is slow reading and results in a
bulky transcript. However, it is necessary to use this
level of Braille for writing programs and statistics.
As a point of information, there are now approximately
400 individuals who have been trained as programmers.
Although handicapped, these programmers are active
and productive workers in our society.

Conventional spelling is perfectly feasible in Braille
and is used in some applications such as computer
programming, but the more frequently used contrac-
tions are assigned their own dot configurations. Some
cell combinations are used either as a whole word or
part of a word or possible letter groups. In English
Braille, for example, the letter “f”” when alone (or
adjacent to a punctuation mark, the capital sign or the
italic indicator) stands for the word ‘“from.” The “ch”
sign under these same conditions means “child.” This
method of writing is known as contracted Braille, and
the characters used in this way are called Braille con-
tractions. The method differs from regular shorthand
in that by assigning actual letter group values to most

Figure 5—Use of number sign
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of the contractions, conventional spelling is significantly
retained in spite of the contractions.

Figure 4 gives a comparison of Grade I and Grade II
Braille. Because of the many contractions used and the
particular rules that apply to the hyphenation of words,
the capitalizing of letters, and the displaying of numbers,
it is best to consider Braille as a foreign language. It
requires training, skill and practice to be a good tran-
seriber or to write and read Braille.

Numbers are represented by using the first 10 letters
of the alphabet. Figure 5 shows the ‘“number sign”
preceding the letters, the scheme for converting them
to numbers. Figure 6 shows how the ‘“‘capital sign” is
used. A single capital sign tells the reader that the
following letter is capitalized. Two consecutive capital
signs indicate the entire word is capitalized. Thus, we
see that interpretation of Braille is based on adjacent
cells as well as the cell being read.

BRAILLE PRODUCTION

Braille documents have been produced by using a
variety of devices. Some of these are reviewed here.

Brazlle slates

Figure 7 shows a typical Braille slate, guide and
stylus. Individual cells or dot patterns are manually
and singly embossed with a stylus which is guided
across the writing line by a metal strip or guide. Braille
embossed on a slate must be the mirrored image of the
actual embossing desired, because the dots are formed
on the back side of the paper. Reading the dots neces-
sitates reversal of the paper. This is essential since the
depressions cannot be felt. To make a correction, the
paper is removed from the slate, and the dots are
flattened with a blunt instrument or correcting tool.

Tt ce o o0 .
. ee . ..
c® .. .. . e.
Cc s J

a i a ¢ k
P g

n

ot e e ge
. . e ® - ® - N
® .o .. .. .
cs c s
ai a i ! B M
Pg pg

n n

Figure 6—Use of capital sign

Figure 7—DBraille slate

Braillewriters

These are similar to small portable typewriters.
Figure 8 shows a Perkins Braillewriter ‘made by the
Howe Press Company. There is a key for each of the six
possible dots. From 1 to 6 keys must be depressed

Figure 8—Perkins Braillewriter
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Figure 9—IBM Braille electric typewriter

simultaneously to emboss a Braille cell. The embossing
usually oceurs from the back of the paper so that the
normal left-to-right reading is possible and the tran-
scriber may check his work as he goes along.

Braille typewriter

Figure 9 shows an IBM Electric Braille Typewriter
with a full alphabetic keyboard. The usual type faces
have been replaced with dot configurations. Embossing
is from the front into a rubber platen. This typewriter
is easy to use because only one key is depressed at a
time for any particular cell combination rather than
multiple keys as on the Braillewriter.

Press braille

Where large quantities of the same material are
needed, metal master plates are made on a stereotype
machine such as the one shown in Figure 10, built by
American Printing House for the Blind (APH). These
master plates are then used on various types of presses
for embossing Braille. An example of this might be the

Braille edition of various magazines, periodicals, or

religious books: Figure 11 shows a typical book of
interpointed press Braille.

Unfortunately, due to the wide variety of textbooks
used not only throughout the United States but even
within one state or within a school district, it is not

feasible to produce textbooks in ‘‘press” Braille. Most
textbooks, school materials and the like are produced
by volunteers utilizing hand or manual embossing
devices. There are several Braille printing houses which
attempt to fulfill the need of general-interest Braille

~ material. The cost of producing this Braille is partially

defrayed by Government agencies. Some books,
magazines, and other publications are generally avail-
able from the Library of Congress.

Computer braille

Some progress has been made in the production of
Braille on high-speed printers coupled to computers.
Generally, a single copy is produced and has limited
life, depending on the paper used and the method of
embossing. (Properly embossed Braille on special paper
usually lasts for 50 readings.) Embossing by impacting
against a rubber platen does not produce as well a
defined dot as when a metal die is used. The rubber
platen tends to mushroom the dot base and limit dot
height.

During the past few years, several organizations
have written programs for various computers. Some of
these are used regularly to produce Braille output for
the blind. Printouts may be computer translated
Braille from English input or conversion of computer
output to simple Braille as might be used by a blind
programrner.

Figure 10—A Braille stereotype machine built by American
Printing House for the Blind
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Figure 11—Braille book

PROPOSED ON-LINE BRAILLE TERMINAL
SYSTEM

Description

Figure 12 shows a typical on-line terminal. Such
terminals are attached by communications lines to a
system to provide real-time response to various inquiries
and computer assistance with mathematical problems.
This capability is available now. It’s a matter of using
existing technologies to develop a system that will
greatly improve communications and facilitate the
availability of information in Braille.

The key to the proposed on-line Braille terminal
system is the embossing terminal printer. This system,
supported by some programming,
“Pandora’s Box” to the blind.

The terminal system should be versatile enough to
operate in two modes, first as a local typewriter unit
and second on-line to a computer. In the local mode
the input terminal keyboard would be modified to
provide the Braille function keys such as the number
sign, capital sign, ete. A possible keyboard layout is
shown in Figure 13. This keyboard includes all the
Braille function keys, as well as the English Braille

would open

contractions. The configuration shown is used by the
Lutheran Braille Workers, Inc., on their modified IBM
keypunches. These automatic Braille transcribing key-
boards have been used since 1956 and have proven very
satisfactory. ‘

Figure 12—On-line terminal
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DOT 1 FROM 1BM7 PUNCH SIGN
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Figure 13—Automatic Braille keyboard as used on IBM keypunch

Figure 14 shows a diagram for a possible terminal = read the embossed copy to review what he has written.
system in the local mode, with the ink-print in/out A metal die is used to ensure a good quality dot.
terminal, encoder and a second unit for embossing Figure 15 shows the on-line operation. When the
Braille. Ink-print copy can be made available for the embossing terminal is used on-line to a computer,

sighted and embossed copy for the blind. The embossing
mechanism, having been carefully designed from a
human factors standpoint, allows reading of the dots
immediately after embossing without need of moving
the paper. This is especially helpful to the blind person
if he is interrupted while typing. It means that he can

PRINTED
OQUTPUT

KEYBOARD

PRINTED
OQUTPUT

=] COMPUTER
DATA =
SET =8

KEYBOARD

EMBOSSED
BRAILLE
EMBOSSED ouTPUT
ENCODER BRAILLE {ALL LEVELS
OUTPUT OF BRAILLE
|~ DEPENDING
(SIMPLE ON
GRADE 1 COMPUTER
BRAILLE) w

Figure 14—Proposed Braille terminal system with embosser Figure 15—Proposed Braille terminal system with embosser
(local mode) (on-line mode)
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various conversion or translating programs resident in
the computer would assist the individual. These
programs would convert information in various refer-
ence banks to the Braille codes.

Ezxamples of possible system operation

Many sighted programmers use on-line terminals to
write their programs and communicate directly with
the computer. This speeds up the process of writing
and debugging programs. The sightless programmer
does not have this advantage. He does not have two-way
communication with the computer. He must depend on
Braille output from a high-speed printer which is
usually run only once a day because certain modifica-
tions and special setups are required to print Braille.
If we could provide the sightless programmer with his
own embossing terminal, it would greatly increase his
communication ability. To bring this about, it is
necessary to take the programs that are used to provide
Braille output on a high-speed printer and modify them
for use on a Braille printout terminal. Providing this
capability would mean many additional job opportuni-
ties for the blind.

Let us consider another example. Many school
districts are now training sightless children in the class-
room along with the sighted. This is an excellent
arrangement in that it does not separate the handi-
capped child, but rather places him in society where he
can participate and learn to get along with others.
However, it is not an easy arrangement for the teachers,
the school, or the students. Text material, handouts,
and test papers must be provided in Braille for the
child. The production of these various documents can
at times be very awkward, inconvenient, and almost
impossible.

At present it is necessary for the teacher either to
know Braille and transcribe and emboss a document into
Braille for that student or to enlist the aid of a volunteer
to do this for him. Often there is a lack of time or avail-
ability of a trained transcriber to do this. A school
district utilizing a central information bank eould have
much of this information available on tapes or on-line
storage. When the teacher needed a copy of a particular

examination, he could request it by phone and it would

be provided to him, perhaps hundreds of miles away,
by means of the on-line embossing terminal.

In cases where a document is not on file, the teacher
could enter the text by typing it into the computer.
The computer would then translate this and provide the
embossed Braille on a real-time quick turnaround basis.
If a terminal was used to prepare the ink-print master
copy of the test, it could also be transmitted to the

computer for translating. The Braille copy would then
be available simultaneously with the master copy of the
test for the sighted individuals. Such an arrangement
would greatly aid the educational process and give the
handicapped child many of the advantages and oppor-
tunities provided to the sighted.

A third example is the blind child who is limited by
the number of reference books that are available for him
to do his homework. He really can’t afford to own a
personal copy of some books. Besides being expensive,
the books are voluminous, requiring much storage
space. For example, a 30-volume encyeclopedia used by
a sighted person would equal 145 volumes of 4-to 5-inch
books in Braille.

The use of a remote terminal and various data banks
or information systems could solve the problem nicely.
It is not hard to realize or projeet that a blind student
could have a terminal in his home and proceed to do his
homework by dialing into a data bank and inquiring
about the particular subject of interest to him. Imagine
the benefits to this individual if he could dial into a
dictionary or an encyclopedia. What a tremendous
boon to him to be able to inquire on a particular subject
and have the computer respond by embossing on his
remote terminal the information he is seeking.

Projecting even further we can see where a low-cost
embossing terminal could be installed in the home of a
sightless person for daily communication. Major
newspaper items and magazine articles could all be
made available from the central information bank.
Individuals could receive these by means of their
telephone and the Braille terminal. They could have
access to many of the same articles that you and I are
privileged to read.

Our last example covers handieapped individuals who
have other problems in addition to blindness. They too
could benefit by having a terminal in the home. Specifi-
cally, this arrangement could provide an opportunity
for a new productive life. The individual, although
afflicted with immobility or other difficulties, could
work in his home and contribute to society. He could be
employed as a programmer, communicating with the
computer, developing programs, receiving his response
from the computer, and enjoying two-way com-
munication.

RESULTS OF EXPERIMENTAL MODEL

An experimental model of the proposed system was
built and used for various feasibility tests. Figure 16
shows the model which consists of an ink-print terminal
with an attached Braille embossing unit. Special atten-
tion was given to the human factors requirements
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Figure 16—Feasibility model of on-line terminal with Braille embosser
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during the design stage. On the basis of this study, the
unit was designed and built to emboss from the rear,
with the data appearing on the front side of the paper.
A metal die was used to mate with the selected pins to
provide positive control in forming the raised dots.

Results of the feasibility tests have been favorable.
Quality of the Braille dots is good, making the symbols
easy to read. Front embossing offers added convenience
to the blind operator in that fingertip reading and
checking are possible while the paper is in the terminal.
Braille printout for the blind and conventional printout
for the sighted, both from the same terminal system,
allow improved speed in communicating between each
other.

Our investigation and experimentation with the
Braille terminal will continue. We hope to define a prac-
tical, easy-to-use, general-purpose embossing terminal.
To accomplish this, we are continuing to discuss and

explore the actual use of such a terminal with additional
blind individuals.
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Numerical simulation of subsurface environment
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INTRODUCTION

Subsurface environments are heterogeneous. The
permeability and porosity varies from point to point and
permeability is only approximately related to porosity.
To construct a numerical model that is useful in the
analysis of the flow of oil, gas or water in the stratum
one must simulate the porous media. ‘

When permeability and porosity values have been
assigned for each sector of the strata, they may be used
to calculate the fluid saturation at geological equilib-
rium.

In this paper emphasis has been placed on simulating
realistic rock properties throughout the reservoir.

Advances in reservoir engineering were being ac-
complished at a rate comparable to those in numerical
techniques. Most early work assumed a homogeneous
rock matrix. It was generally accepted that the reservoir
had one permeability, porosity, initial water saturation,
and one capillary pressure curve that was constant
through the reservoir.:2 The error of this concept was
well-known, but solutions to more realistic approaches
were too difficult. Instead of a completely homogeneous
reservoir, heterogeneous reservoirs consisting of two
homogeneous layers have been studied.®* This corre-
sponds to stratified or layered systems. Porous rock
that is normally considered homogeneous will have
small to large variations in its porosity and permeability
when sampled at different areas. Although these
variations exist, these properties will have a maximum,
minimum and an average value. Analysis of field data
indicates that these values are not predictable, but can
be represented by a distribution about some mean
value.

89

One of the basic prerequisites in performing a
simulation is the availability of easily attainable random
numbers. In this study, uniformly distributed random
numbers between zero and one were generated by a
modified version of IBM’s RANDU routine.’ Several
methods are available for generating various statistical
distributions from uniform random numbers.® The use
of the cumulative distribution form of the desired dis-
tribution is among these methods. This method utilizes
the fact that the range of both the uniform distribution
and the cumulative funection is between zero and one.
Using this fact and the limiting parameters on the
second distribution, it is convenient to randomly
generate numbers from the desired distribution.

PERMEABILITY

Measurements of permeability are given in darcys.
A rock of one darcy permeability is one in which a
fluid of one centipoise viscosity will move at a rate of
one cubic centimeter per second under a pressure
gradient of one atmosphere per centimeter and a cross-
section of one square centimeter.” Since this is a fairly
large unit for most producing rocks, permeabilities are
commonly expressed in units one thousandth as large,
the millidarey.

The permeability of an oil-bearing and commercially
productive sandstone formation is normally between ten
and five hundred millidarcys. The actual permeability
range, as well as the distribution of permeability values,
is determined from core data of the formation to be
simulated. The distribution of permeability values is
ordinarily not uniform. In a typical rock formation
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Figure 1—Porosities and per meabilities of 2200
sandstone specimens

there will be a number of values within the range that
will be points of concentration for the measured values.
These values are called cluster points. The cluster
points need not be well defined and the distribution of
values around the points can be irregular, but this
concept is quite useful in representation of geological
strata. Figure 1 is an illustration of this distribution.®
It gives a plot of the porosity versus permeability values
-0f-2200 sandstone specimens of two types: intermediate
porous media and intergranular porous media. We are
concerned with the area between the two curves which
represents the intergranular porous media. Considering
only the permeability values and not the porosity
values, one can detect several poorly defined cluster
points.

This clustering effect can be generated using the
following procedure:

1. Assume a permeability range Xoto X,.
2. Choose values of X; such that Xo<X;<X:<
X1 <X,

3. Assign percentage values, ki, to each of the
segments, X;; to X, of the permeability range.
These percentages determine the .number of
permeability values which will be generated for
each of the segments. This allows the clustering
effect to be simulated. :

.4. Calculate

Ai= D k;

1=1,2,...n
J=1
where Ao=0. :
5. Generate a random number Z such that
0<Z<100.

. Find m such that 4, _1<Z<A4,
. Set the permeability value equal to

(Am—Z)/(Am"'Am—l) (Xm_'Xm—-l) +Xm—l

.o

After the calculations for the first four steps have been
completed, steps 5, 6, and 7 are performed repeatedly
until a permeability value has been calculated for each
computational module. The sequence in which these
values are assigned to the modules is not important.

The 1225 permeability values were generated in this
manner. The permeability range was 10 to 500 milli-
dareys. In this instance n=10 and

Xo= 10

X:1= 59 k1=15 percent,
X,=108 k=10
X;=157 k=10
X,=206 ki=10
X5=255 ks=10
X¢=304 ks=10
X,=353 k=10
X3=402 ks=10
X,=451 ke=10
X1=500

kw= 5

It can be seen that more permeability values are
found in the 10 to 59 millidarcy section of the range
than in the 451 to 500 millidarcy section of the range.
The other values are relatively uniformly distributed.

The permeability values shown in Figure 2 were
assigned to the modules of the eight by eight grid
system illustrated in Figure 3. The shaded area of each
module is proportional to the permeability value
assigned. For example, the permeability value of the
upper left-hand module is 105 millidareys.
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FIGURE 2 RANDOM SAMPLE OF 100 PERMEABILITY
vs, POROSITY VALUES
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POROSITY

From the reservoir engineering standpoint, one of the
most important rock properties is porosity, a measure
of the space available for storage of water and oil.
Porosity is defined as the ratio of the void space in a
rock to the bulk volume of that rock expressed in
percent.? The porosities of oil-bearing and commercially
productive sandstone formations generally lie between
ten and thirty-five percent.®

The nature of the relationship between permeability
and porosity is illustrated in Figure 1. The porosity and
permeability in 2200 specimens of sandstone was
measured and this plot was made of porosity versus
permeability. It can be seen that there is an approxi-
mate linear relationship between the two properties;
however, for a given permeability value there is a
corresponding range of porosity values. The porosity
values within this range are normally distributed about
a mean value with a small variance. Porosity values
having this relationship to permeability, as shown by
Muskat,® can be calculated readily from a function of
the form:

Porosity =f(A, B, Sigma, Permeability)

where A and B are coefficients of the linear relation
between the average value of porosity and the permea~
bility value, and Sigma is the prescribed standard
deviation.

The porosity values illustrated in Figure 4 for an
8X8 grid system were assigned using the function
described previously. Like Figure 3, the shaded area in
each block is proportional to the porosity value assigned
to the module. For example, the module in the upper

et

Figure 3—Typical reservoir permeability by blocks
(10 to 500 md)

Figure 4—Typical reservoir porosity by blocks (109, to 35%,)

left corner of Figure 4 represents a porosity value of
fifteen percent.

The algorithms for porosity and permeability values
were programmed for a digital computer. This program
was used to generate 1225 points. The distribution of
these points reasonably duplicates the actual sample
values presented in Figure 1. Having A, B, and Sigma
as input parameters to the algorithms, as well as the
ranges for permeability and porosity, enables one to
easily duplieate results obtained from actual measure-
ments of samples for a given formation. It should be
noted here that particular measurements made in a
rock formation are not duplicated. The method dupli-
cates the general rock properties of the strata.

CAPILLARY PRESSURE

Because oil-bearing reservoirs universally contain
more than one fluid phase, interfacial forces and
pressures are continually influencing both static and
dynamical states of equilibrium.? The pressure differ-
ence across an interface between two fluid phases is the
capillary pressure in dynes per square centimeter. When
this is expressed in oil-field terms, the equilibrium
capillary pressure in pounds per square inch can be
stated as:

P.=h/144(p1—p)*

Since % is the height above the water table it can be seen
that the initial values of capillary pressure vary verti-
cally but not horizontally.

The relationship between capillary pressure and
water saturation has been experimentally determined by

* Symbols are defined in the appendix
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Figure 5—Effect of permeability on the J-function

Rose and Bruce.l® This relationship is given by the
equation proposed by Leverett.!

J(8u) = (Po/o) (K/$)"*

Since K is permeability and ¢ is porosity, the quantity
(K/$)2 may be different for each computational
module, but it will not vary with time. ¢ is interfacial
tension between the liquids which does not vary.

Experimental values for the function J(S.,) exist
in the form:

A= (J(8uw) —Bi ;) (8v,:,i—Ci,)

where 7 and 7 are indexes corresponding to a particular
computational module. 4, ;, B;,; and C;,; are given for
each computational module, since they depend on rock
properties. To obtain a value of J(S,) it is only neces-
sary to substitute a value of S, into the relationship.

Po=(J(8z)0)/ (K/$)'*

Rose and Brucelillustrated the nature of the capillary
retention curves, referred to as J(S,) funetions. It is
evident that there is no universal curve, but even though
the curves vary with rock type, they each have the
general shape of a hyperbola. The coefficients A.,j
B;,;, and C;,;, control the shape of the hyperbola. These
coefficients are determined from porosity, permeability
and the type of rock formation. Since there are signifi-
cant differences in the correlation of the J-function with
water saturation from formation to formation no
universal curve can be obtained. Correlation of the
J-function with water saturation for a number of
different materials is shown in Figures 5 and 6. The
effects of permeability when all other parameters are
held constant is shown in Figure 5. Figure 6 illustrates
the effects of the other parameters when permeability

is held constant. These curves compare favorably with
those of Rose and Bruce.!

RELATIVE PERMEABILITY

In the discussion of permeability the concept was
restricted to rock property. This assumes that the pore
space of the rock is completely saturated with a single
fluid. This is called the absolute permeability of the
rock. When more than one liquid is present in the pore
space of a rock there is an effective permeability
associated with each liquid present.

The relative permeability is calculated from the
Corey equations.’? For oil the equation is

K.=[1—((So—8cr)/(Sn—=8rz)) P
X[1—=((8w—=8zr)/(1—8ir))?]
The equation for water is
Ko=[(8»—8zr)/(1—Srr) I

where S,, is a -constant which varies with formation
type and is supplied as an input parameter, Sir is the
minimum water saturation and is a property of each
computational module. Its value is the ordinate inter-
cept of the ‘asymptote’ of the J-funection.

The product of the absolute and relative permea-
bilities is called the effective permeability. This product
divided by viscosity of the liquid is the transmissibility
of the liquid. ‘

Figure 7 shows a typical plot of oil and water relative
permeability curves for a particular rock as a function
of water saturation.

Starting at complete water saturation, the curves

Jmax
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Figure 6—Effect of J-function asymptote on capillary
pressure curves
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show there is a decrease of eighty-five percent down to
fifty-five percent.

At seventeen percent oil saturation, the relative per-
meability to oil is essentially zero. This value of oil
saturation, seventeen percent in this case, is called the
critical saturation. This is the saturation at which oil
will first begin to flow as the oil saturation increases. It
is also called the residual saturation, the value below
which the saturation cannot be reduced in an oil-water
system. This is why all of the oil in a formation cannot
be recovered. When the water saturation in the pro-
duction module is increased above its residual water
saturation water begins to flow.

ANALYSIS OF RESERVOIRS

No matter how complete the coring and precise the
data, one is still limited to an examination and study of
rock samples which can constitute at the most an
extremely small fraction of the total reservoir volume.
This sample may be of the order of one ten-thousandth
of one percent of the total reservoir.® This small areal
sampling of a reservoir could suffice for a description of
the gross average properties of the producing formation.
On the other hand, the ultimate limitation imposed
thereby on the quantitative applicability of core-
analysis data cannot be ignored. The basic fact is that
all the features of the rock which are measured in core
analyses are often so variable in passing from sample to
sample along the well bore that the exact numerical
data for a single sample are of little importance. What
are significant are the average values for a set of
neighboring samples or the large differences between
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Figure 8—Minimum, average, and maximum water saturations
from 70 wells—Ten feet of sand

adjacent groups of samples, which may indicate changes
in type of strata or transition zones with respect to
fluid content.

An appreciation of the concepts of porosity, permea-
bility, and fluid saturations may be crystallized in
terms of the numerical values associated with these
terms. Unfortunately, however, no well-defined set of
“typical” magnitudes can be given for these quantities.
These quantities not only vary from formation to
formation, but also from well to well in the same
geologic stratum. Even in a single well, while pene-
trating a particular zone, the variations in the actual
core-analysis data from sample to sample may be so
large that simple averaging over the whole section may
be unjustified and the supposedly single stratum must
be considered as a- composite of several distinet rock
layers.® Indeed, it is much easier to exhibit the varia-
bility in core analysis data than to provide average

" results of any significance.

This paper takes cognizance of the variability in rock
properties from point to point. This is accomplished by
combining rock simulation, ecapillary pressure, fluid
properties, and physical laws to yield a representation
of geologic strata which illustrates a typical reservoir.

Three of the properties which have been analyzed
are water saturation, permeability and porosity. These
properties were generated from samples on seventy
consecutive wells using -the procedures described
previously. The samples were analyzed in one-foot
increments for a sand thickness of ten feet located fifty
feet above the water table.

Data pertaining to the water saturation is shown in
Figure 8. This figure shows the minimum, average, and
maximum water saturations for the odd numbered
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Figure 9—Minimum, average, and maximum permeabilities from
70 wells—Ten feet of sand

wells. The minimum water saturations are distributed
between thirty-five and forty-five percent while the
maximum water saturation observed in at least one
sample from a single well was one hundred percent for
more than eighty-five percent of the wells. It should be
noted, however, that one well has a minimum value of
approximately thirty-eight percent water saturation
while its maximum value is only fifty-three percent.
This fact, combined with the realization that the average
water saturation is between forty-eight and eighty-two
percent, reasserts the futility of utilizing an average
core sample to represent an entire reservoir.

Figure 9 illustrates the variability of permeability in
a sample of the previous seventy wells. As shown, the
minimum permeability in a single well can range from
a minimum of ten millidareys to one hundred and ten
millidarcys while the maximum values vary between
three hundred and sixty and five hundred millidarcys.
More interesting, perhaps, is the range of the average
permeability. It varies from one hundred and fifty to
three hundred and fifty millidarcys. Again, the fallacy
of using average values from core analysis of one well is
graphically illustrated.

Concluding this study of the core analysis of seventy
wells is the display of fraction porosity values shown in
Figure 10. This figure seems to display a tighter dis-
tribution of values than Figures 8 and 9, but it should
be remembered that the range of the porosity is between
0.1 and 0.35. Since the range is smaller, minimum values
between 0.14 and 0.202 contrasted with maximum
values between 0.25 and 0.32 are not as clearly defined
as one might expect. The average values seem to fill-in
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Figure 10—Minimum, average, and maximum porosities from
70 wells—Ten feet of sand

the gap as they range from 0.21 to 0.31. These values
seem especially appropriate to illustrate that an
average value in one well may be a maximum or a
minimum for another well in the same reservoir.

CONCLUSIONS

This paper demonstrates the feasibility of simulating
heterogeneous permeable strata for numerical study on
high speed computers. The method uses the actual core
data for permeability and porosity. The porosity is
related to the permeability by a distribution curve
utilizing a random number generator. The resulting
fluid saturations for each foot of rock may then be
computed by using a relation between capillary pres-
sure, rock properties and fluid saturations when
drilling and coring permeable strata.
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APPENDIX
Nomenclature

Symbol Definition

P, Capillary Pressure, psi

S Saturation

h Verticle Position Measured

Positively Downward, feet

K Absolute permeability, darcy

K, Relative permeability

Sigma Standard Deviation for Porosity

p Density, psi/ft.

o Interfacial tension, dynes/cm.

¢ Porosity

Subseripts

c Capillary

) Index for numbering blocks in the
X-direction

J Index for numbering blocks in the
Z-direction

LR Minimum water saturation

W Relative to wetting phase

™ Relative tonon-wetting phase

n Non-wetting phase

w Wetting phase






Digital simulation of the general atmospheric
circulation using a very dense grid

by W. E. LANGLOIS*

Notre Dame University
Notre Dame, Indiana

INTRODUCTION

The dynamics of the weather represents, in its full
generality, a computational problem which far exceeds
the capability of any computer presently foreseeable.
Fortunately, however, specific aspects of the weather
problem can be profitably attacked with computers al-
ready in existence.

The large-scale motion of the atmosphere, usually
termed the general circulation, is one such aspect. Com-
putationally, it is a digital simulation problem based
on a spatial finite-difference grid which, from an an-
thropocentric point of view, is rather coarse. A general
circulation research model with a grid-spacing of 1° of
longitude by 1° of latitude (110 kilometers by 110
kilometers at the equator) would be regarded as having
extremely high resolution—unrealistically high for
present-day computers.

One must bear in mind, however, that even the 214°
by 2° coverage used in the present investigation dis-
tributes 12816 grid points over the surface of the earth.
Thus the large-scale wind systems, which have hori-
zontal length scales of 1000 kilometers or more, are not
grossly underresolved. Sub-grade-scale effects are im-
portant, to be sure, but their details are only weakly
coupled to the large-scale motion. For example, the
grid is far too coarse to resolve the dynamics of a single
cumulus cloud, but the net effect of cumulus activity
in a grid cell can be reasonably well parameterized in
terms of the grid-scale quantities.

Because of the complexity of general circulation cal-
culations, 214° by 2° global coverage is feasible only
with computers in the class of the IBM 360/91 or the
CDC 7600. During the 1960s, general circulation re-
search was carried out with much coarser resolution,
5°X4° being typically considered a “fine grid” (hence
we have termed 214° by 2° resolution the “hyperfine

* Visiting Professor of Mathematics
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grid”). Nevertheless the 1960s produced significant
advances in understanding the general circulation. As
the decade progressed, the various models (summarily
described by Kolsky!) began to simulate the main
features of the circulation rather well. Certain impor-
tant details, to be discussed below, do require high
resolution, and of course these are the focus of current
interest, but the principal permanent and semi-perma-
nent circulation systems can be realistically modeled
with a 5°X4° grid.

The above discussion pertains only to research models
of the general circulation, not to forecast models—for
which the resolution problem is quite different. This
may seem paradoxical since, after all, there is only one
general circulation. Presumably it is governed by the
same dynamical system, whether we are trying to un-
derstand its behavior or to forecast its evolution from
an observed initial state. If an infinitely fast computer
were available (actually a million MIPS might be
enough) there would in fact be no distinction between
a research model and a forecast model. Realistically,
however, each type of model must leave off certain
features of the other type in order to retain those
features essential to its intended purpose. A research
model requires global (or at least hemispherical) cover-
age, representation of the non-adiabatic atmospheric
processes, and very-long-term simulation. A forecast
model requires dense coverage, initialization from ob-
served data, and near-real-time operation. The incom-
patibility of these requirements is illustrated by the fact
that the 214°X2° simulation reported here requires
214 hours of CPU time (about 6 hours of real time) per
simulated day with the program running in a 1000
kilobyte partition of an IBM 360/91, even though the
vertical resolution is quite coarse (2 vertical levels).

TWO SPECIAL ACKNOWLEDGMENTS

The general circulation model used in the present
study is a version of that developed at UCLA by A.
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Arakawa and Y. Mintz, with the collaboration of A.
Katayama. It was at Professor Arakawa’s suggestion,
and under his guidance, that the hyperfine grid simula-
tion was undertaken. Working from the UCLA listings,
H. C. W. Kwok and the author reprogrammed the
model to run efficiently on a ‘“‘pipeline”’ computer. A
few minor thermodynamic modifications were incor-
porated but most of the model’s physics remains as out-
lined by Arakawa, Mintz, and Katayama in their
Tokyo paper.? A detailed description of the physics,
and of our final code, is available in the series of reports
by Langlois and Kwok.?

Since preparation of the paper in which we used the
5°X4° version of the model to study air contaminant
transport,* Kwok has transferred to projects not con-
cerned with general circulation research. Fortunately
for the present author, however, he had already solved
most of the formidable data-management problems as-
sociated with hyperfine grid simulation.

DESCRIPTION OF THE MODEL

What follows is a reasonably complete, but entirely
verbal, description of the general circulation model. The
mathematical details are available in our reports,® ex-
cept for certain aspects of the radiation model and
cumulus parameterization which are deseribed in the
appendices of the paper by Arakawa, Mintz and
Katayama.?

The model troposphere is divided into two quasi-
horizontal layers of equal mass. Specifically “o coordi-
nates’” are used, i.e., the vertical coordinate is

o= (p—p:)/(Ps—P1),

where p; is the surface pressure and p, is the tropopause
pressure which is taken to be a constant 200 millibars.
Thus the upper tropospheric layer corresponds to
0=0s=14 and the lower layer to Y4<¢=1. The earth’s
surface, which follows the elevation of the large-scale
mountain systems, corresponds to o= 1. Vertical differ-
encing is carried out in a way which conserves the
first and second moments of potential temperature, as
well as other physical quantities obeying integral con-
servation laws.

Horizontal differencing is carried out in the longitude-
latitude plane. In this plane the image of the earth’s
surface is a rectangle of height = and width 2x. Except
in the immediate vicinity of the poles, the finite-differ-
ence grid is constructed by subdividing this rectangle
into a network of congruent rectangular cells measuring
214° of longitude by 2° of latitude. Near each pole, one
row of grid points is skipped. Thus the grid cells along
the 90° N or S latitude lines correspond, on the surface

of the earth, to 214° wedges extending from the pole to
87° latitude. The motivation for skipping points near
the poles is linear stability: At 89° latitude the 214°
longitudinal spacing corresponds to only 5 kilometers,
which would require far too short a time step. The
convergence of meridians near the poles is further miti-
gated by an averaging procedure which tends to damp
out short waves moving in-the longitudinal direction.
Except for these details, the space-differencing is based
on Arakawa’s conservative differencing scheme, de-
rived from the dynamical equations written in flux form.

A time step of 214 simulated minutes is used. The
time differencing scheme is a variation of the Matsuno
two-stage scheme, which approximates backward dif-
ferencing. It differs from Matsuno’s original scheme in
two particulars: '

(1) The non-adiabatic processes are not calculated
at every time step, since they are relatively
slowly varying (time seale about one hour); to
over-resolve them would greatly slow up the
simulation.,

(2) The fluxes are not estimated the same way at all
time steps, nor at both stages of the same time
step. “Checkerboard instability’ is avoided by
alternating between centered and uncentered
estimates.

The surface underlying each grid ecell is specified as
being ice-free ocean, sea ice, ice-free land, glacier, or
snow-covered land. Grid cells corresponding to ice-free
ocean are assigned surface temperatures appropriate
for the season; since the present paper describes a simu-
lation of northern hemisphere winter, the observed
January values are used. Land surface is regarded as a
thermal insulator with no capacity to store heat; its
temperature is determined by balancing incoming and
outgoing thermal fluxes. If the land is ice or snow
covered, this temperature is constrained not to exceed
the melting point of ice. Sea ice is treated like ice-
covered land, except that there is some heat conduction
thru the ice. The ice distribution is specified for northern
hemisphere winter; the snow distribution is estimated
as a function of calender date. :

The dependent variables are the surface pressure, the
temperatures and horizontal wind velocities of the two
layers (the wvertical differencing scheme represents
these as carried at ¢=14 and ¢=34), and the mixing
ratio of the lower layer. Since the moisture-carrying
capacity of the air diminishes rapidly with decreasing
temperature, and hence with increasing altitude, the
mixing ratio is carried rather low, viz, at o=74. The
moisture content of the relatively cold upper layer is
neglected. However, in the final section we present some
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evidence that this approximation should really be modi-
fied at hyperfine grid resolution.

The model accounts for four contributions to the
non-adiabatic heating and cooling: incoming solar
radiation, mostly visible and near infra-red, which de-
pends on latitude, season, and local time of day; long-
wave infra-red radiation (usually a heat sink) ; sensible
heat transfer between the lower layer and the under-
lying surface; release of latent heat during precipitation.

Radiative heating and cooling of the air in a grid cell
depend on the mixing ratio and on the nature and ex-
tent of the cloud cover. Three types of clouds are dis-
tinguished: stratus deck, which results from large-scale
condensation occurring when the mixing ratio exceeds
its saturation value; cumulus towers, which result
either from convection in the middle portion of the
troposphere or from penetrating convection originating
in the planetary boundary layer; low-level cumulus
clouds, which result from boundary layer convection
that is too weak to penetrate into the middle tropo-
sphere, and which produce no rain.

The moisture source in the model is evaporation
from the open sea, from ice or snow covered surfaces,
and from ice-free land that has previously been moist-
ened by rain. The evaporation rate depends on the sur-
face wind speed and on the vapor pressure difference
between the air and the surface. For ocean, ice, and
snow, the surface vapor pressure is the saturation value
for the surface temperature; for ice-free land it depends
on the history of precipitation, evaporation, and runoff.

MOTIVATION FOR HYPERFINE GRID
SIMULATION

As indicated in the introduction, the main features
of the general circulation can be simulated without re-
sort to hyperfine grid resolution. This can be seen, for
example, from the pressure maps in the GARP study,’
which employed a 5°X4° version of the UCLA model
(the “fine grid” version described in our reports.? How-
ever, certain aspects of weather development are not
well simulated with a 5°X4° grid. For example:

1. The west to east progression of eyclonic storms
is too slow—about 5° per day, whereas 10°, or
slightly more, is typical of the real atmosphere.

2. The development of storms is likewise too slow.

3. The subtropical highs are 5 to 10 millibars too
weak. This is related to the previous two items:
cyclonic eddies form the principal mechanism
for removing heat from the subtropies and, with
this process slowed down, thermal lows tend to
weaken the highs.

Manabe, Smagorinsky, Holloway, and Stone® de-
scribed a high-resolution simulation using the hemi-
spherical general circulation model developed at the
Geophysical Fluid Dynamics Laboratory of the En-
vironmental Sciences Services Administration. Their
horizontal differencing uses a uniformly spaced grid on
a stereographic projection centered at the pole, with 40
grid points between pole and equator. On the average,
this yields horizontal resolution roughly comparable
with that of the present study.

The GFDL group compared the results of their high-
resolution simulation with those of a previous study in
which they used 20 grid points between pole and equa-
tor (roughly comparable to our 5°X4° grid). They
reported that the system of fronts and the associated
cyclone families in the high resolution model are much
more realistic than those of the low-resolution model.
Moreover, they analyzed the energetics of the simula-
tion in some detail, finding that the general magnitude
and the spectral distribution of kinetic energy are in
better agreement with the actual atmosphere as a result

,of the improvement in resolution. These findings offer

further incentives for hyperfine grid resolution with the
TUCLA model. It must be borne in mind that the two
models accept computer limitations in entirely different
ways. For example, the GFDL model assumes a fea-
tureless earth, but uses nine levels of vertical resolu-
tion. However, the improvements reported by the
GFDL group appear to result from better horizontal
resolution of the major transport mechanisms essen-
tially common to both models.

THE SIMULATION

As implied in the introduction, research models of
the general circulation are not usually initialized from
real data. Rather, the model generates its own data
which, in present day models, is statistically reasonable
but which does not correspond in detail to the weather
on any actual day.

When a model is run for the first time, its ‘“cold
start” is taken from an artificial initial state. For ex-
ample, we use a neutrally-stable and completely dry
atmosphere at rest with a uniform sea-level air temper-
ature of 0° centigrade. This choice is easily pro-
grammed even for a model with mountains, and it
offers the additional advantage that realistic patterns
evolve after only two simulated weeks (cold start from
an isothermal atmosphere requires about three times
as long to achieve realism because of the extreme
stability). Subsequent runs are initialized from a his-
tory tape whose records are generated at specified up-
date intervals (usually 6 simulated hours). There is
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Figure 1A—Zonal mean westerlies after 30 days of fine-grid
simulation
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also provision for generating a history tape record at
the end of a run which is interrupted between regular
updates.

To save computer time, we did not run the hyperfine
grid simulation from cold start. Instead, we generated
a history tape by interpolating the final state of a 20
day simulation with the 5°X4° grid. This preparatory
simulation began from cold start with climatic data
appropriate to Nov. 1.

The first 10 days of hyperfine grid simulation were
carried out with the non-adiabatic processes calculated
every twenty time steps (45 simulated minutes). At
this point we compared the static features of the simu-
lation with those of a 30 day run with the 5°x4° grid.

The distributions of the mean zonal temperatures
for the two cases were substantially the same. The
permanent and semi-permanent features of the sea-
level pressure maps differed primarily in that the Azores
and Siberian highs were about 10 millibars more in-
tense with the hyperfine grid. Changes in the wind pat-
tern are more pronounced; Figure 1 compares the mean
zonal westerlies for the two cases. The vertical structure
was obtained by linear interpolation in ¢ from the
computed values at ¢ =14 and ¢=34. The most notice-
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Figure 1B—Zonal mean westerlies after 20 days of fine-grid
simulation followed by 10 days of hyperfine grid simulation
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able features of the hyperfine grid result are the in-
tensification of the northern hemisphere jet stream and
the appearance of a core of weak westerlies in the inter-
tropical convergence zone.

These first ten days of hyperfine grid simulation re-
vealed that carrying all the moisture in the lower layer
is not fully acceptable at 214°X2° resolution. The
problem arises when a grid cell undergoes low-level
convergence and high-level divergence in a region of
high relative humidity. In nature this produces dy-
namically forced convective rain over the grid cell,
with the released latent heat being divided between the
o-layers, and with some outward water vapor trans-
port in the upper layer. In the model, however, the

upper layer is incapable of carrying moisture. Hence

the model sees large amounts of water vapor advected
into the lower layer of the grid cell, but none carried
upward in spite of the pronounced lifting. This leaves
the lower layer grossly supersaturated. Intense large-
scale condensation then takes place and the concomi-
tant release of latent heat—all in the lower layer—
unrealistically destabilizes the atmosphere.

This effect was discovered because of an oversight in
setting up the hyperfine-grid run. Passing to higher
resolution involves changing the continental outlines.
As illustrated in Figure 2, certain areas which repre-

r-t--—-—---

Figure 2—Resolution of the Coral Sea shorelines: dotted line,
fine grid; solid line, hyperfine grid
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Figure 3—The simulated sea-level pressure
A. Day 29

sented coastal regions of Australia or New Guinea with
5°X4° resolution represent parts of the Coral Sea when
the grid is refined to 214°X2°. The hyperfine-grid his-
tory tape was generated by interpolating data from the
fine-grid tape at midnite GMT of “November 20, i.e.,
at 10 A.M. Brisbane time during southern hemisphere
summer. Consequently the surface temperatures of
New Guinea and Queensland were rather high (35 to
45 degrees centigrade). Thus some of the Coral Sea
hyperfine-grid cells were assigned surface temperatures
far too high for ocean. Prodigious evaporation immedi-
ately took place. A center of convergence just off the
Queensland coast completed the requirements for
runaway precipitation, causing a local hot spot. The
simulation was continued with the ocean temperatures
cooled off to a maximum of 304° Kelvin, which relieved
the Coral Sea problem. However, unrealistically high
supersaturation at a few grid points continued to result
from the model’s inability to simulate dynamically
forced convection. Since the algorithm for computing
the large-scale condensation is a second-order Newton-

B. Day 30

C. Day 31

Raphson procedure it appeared advisable to avoid
trouble by artificially removing moisture in excess of
140 percent relative humidity. Since this grossly un-
realistic supersaturation typically occurs at only 1 to 7
grid points out of nearly 13 thousand, the artificial dis-
ruption of the model’s moisture balance is insignificant.

During the final 10 days of the simulation, the inter-
val for caleulating the non-adiabatic processes was re-
duced to ten time steps (2214 simulated minutes). The
objective of this was to eliminate more smoothly the
unrealistic results of the sea-temperature error. In
retrospect, however, this was probably unnecessary:
short comparison runs reveal that changing this inter-
val from 20 to 10 time steps produces hardly any dis-
cernible effect.

The sequence of simulated events during the last
twelve days of the simulation is depicted in Figures 3A
thru 3L. These are maps of the surface pressure reduced
to sea level. The contour interval is 7.5 millibars and
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the numerical data indicate pressure excess over 1000
millibars. In each case the simulated time is 00:00
GMT of the indicated day. The thermal low over the
Coral Sea should be ignored because it resulted from
the runaway precipitation described above.

The suceess of hyperfine grid resolution in simulating
the motion and development of cyclonie storms is best
seen from this sequence by examining the activity over
North America and the eastern North Atlantic. The
history of four separate storms can easily be followed
from the twelve maps in Figure 3.

On Day 29 a broad 1006 mb low was situated off the
New England coast. A day later it had intensified to
989 mb and moved 15° east. By Day 31 it had moved
10° more and merged with the Icelandic low.

Also on Day 31, a 992 mb low appeared over Hudson
Bay. It rapidly intensified to 884 and one day later it
was 16° to the east over northern Quebec. Its rate of
progression then slowed to 9° per day and on Day 34
its merger with the Icelandic low was in progress.

On Day 35 a 995 mb low appeared over the Macken-
zie district. This one intensified only slightly (to 993
mb), then weakened as it passed across Hudson Bay
and over the Hudson Strait. During its three-day life
span it moved eastward 29°.

The last three maps depict rather ecomplicated cy-
clonic activity over the United States. The movement
and development seem to be heavily influenced by the

75
= 55 1223 ‘/ 4
e

L. Day 40

blocking effect of a pair of high pressure regions over
southern Canada.
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Simulation of the dynamics of air and water pollution

by LAURENCE W. ROSS

University of Denver
Denver, Colorado

INTRODUCTION

Simulation of the dynamiecs of air and water pollution
rests firmly on the diffusion equation, which in simplest
form is known as Fick’s second law. The problem of dis-
persion of solutes and suspensoids is much older than
the pollution crisis, and in fact the development of the
first useful solutions of the diffusion equation came in
response to a need for predicting the spread of poison
gas.

Between the World Wars, a small group of English
investigators pressed forward steadily with this develop-
ment. The first really useful result came in 1923, and
in 1932 Sutton developed the three-parameter formula
that is still the most widely used in the regulations of
several states, and in the gas dispersion correlations of
the U.S. Army Chemical Corps. The state of develop-
ment up till about 1950 is admirably summarized in
Sutton’s text.!

The decade of the 1960s witnessed a very strong
upsurge in the development of dynamic models for dis-
persion of air and water pollution. The opening of the
1970s finds the federal government committed to the
rational management of all our natural resources, and
thus we see a strong upsurge in development of air
pollution models for urban environments, especially.
In the realm of water pollution, thermal pollution poses
an immediate threat that has defied realistic simulation,
so far, and here we also observe a great upsurge in
activity. The problem of solid waste pollution is a
problem in systems engineering, not simulation, and
we must neglect it here even though it has strong
potential for environmental crisis in the 1970s.

Despite the massive efforts, we observe very few
fundamental advances. There are good reasons for the
paucity of really useful, successful simulation models of
air and water transport, and that is the subject of
this paper. :

105

AIR POLLUTION

General theory

The transport of particulates and gases in the lower
atmosphere is influenced by all the natural mechanisms
that give rise to motion. In general, therefore, the
correct mathematical description of the atmospheric
environment must include the rate expressions that
govern the three conserved quantities of the physical
world: momentum, energy, and mass. These general
rate equations are shown in Table I.

In air pollution, the equations of energy do not enter
the mathematical description except at definite points
(e.g., stacks) where energy is added to the system.
Therefore, the energy equation of Table I may reason-
ably be neglected on the large scale; it will reappear
when we consider behavior of smoke plumes.

Therefore, the usual set of equations for description
of air pollution dynamies is the following:

Equation of continuity
Equations of motion
Equation of diffusion.

The diffusion equation is obviously coupled to the
equations of motion by the velocity terms. The set is
usually further simplified by assigning

u=u(2)
v=0 or w=0.

It will be observed that if v=w=0, then u=
{constant}. Therefore, one other velocity besides the
horizontal must be retained if the altitude dependence
of % is to be retained.

On a large scale, it is often convenient to retain » and
permit the wind to possess two components parallel to
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TABLE I—The Equations of Transport

Momentum

du du  du ou OP (071 97y O
2-direction: p(”‘-l-u ~;+v —;-l—w —>= -———< ey Sy Cle

dxr  dy

v v i) I P (075, 9
y-direction: p<—+u gt —) = ———(—T—” oy

)

at dr 9 9z Yy axr  dy
z-direction: p<%u: +u Z—u;—i-v Zi;+w 2—2) = —Z—Z — <(—3§;—’+66L;'+66L:> +pg:
v Energy: pC,,(%‘—Fu %—I—v %’—Fw g) =k<a;—z;—l—a—a;l;+%;
Mass: %;+u %g+v %+w %C—:=<D, C‘(f_)—z—;/;—l-D,, %%:—{—D,
Continuity: ?9—7;+62§ +%§ =0
Assumptions: Constant density (o), thermal diffusivity (k/oC,), and mass diffusivity (D;), and absence of viscous dissipation contri-

butions to energy.

the earth. This is the procedure adopted by Hino.?
On an intermediate scale (~miles), the coordinate
system is often defined such that w=v=0, and a mean
horizontal wind velocity @ is used. On the very smallest
scale (~1000 yards), a velocity profile is assumed
a priors; the theory of turbulent flow usually leads to
adoption of the Prandtl mixing-length model (see for
example Randerson?) :

ku/us= In (2/2) +const.

Alternatively, a power-law approximation is sometimes
used for convenience in computation, or in similarity
solutions.

The diffusion coefficients present a different sort of
theoretical problem, because they must always be
modeled. Quite often D, is neglected in view of the
assumption

u(8C/02)>D,(62C/0x?).

The lateral and vertical diffusion coefficients, D, and
D,, have therefore received principal attention, espe-
cially D,. However, the best results are still quite
empirical (see Pasquill).4

At this point, it is convenient to mention the
Richardson number, which is defined as

(9/To)[(dT/d)+T]

Ri= (du/dz)?

The Richardson number may be regarded as the ratio
of the thermal driving force for vertical air motion to the
vertical force arising from turbulent shear. It is the
basic parameter for micrometeorological motion, in the

same sense that the Reynolds’ number is basic to
confined fluid motion. For example, the vertical diffu-
sion coefficient D, is often expressed as a function of
Ri as follows:

D, =«%2(du/dz) (1—oRi)®

where 8 is usually taken as 14. On a small or inter-
mediate scale, where the diffusion coefficient cannot be
averaged, the Richardson number may have to be
known.*

At this point, we have reduced the diffusion equation
to the form:

aC  9d aC d aC aC

— =—{|D,— —\D,—})—ua——R. (1

ot 6y( ”ay>+az< 6z> Yoz (1)
The transient equation is practically never of interest,
and R is rarely considered (of this, more below), and

the remaining equation has the following general
solution (for a point source of emission) :

__@ Ny 2 ]
C= p——— exp [ 5 (a,ﬁ + aﬁ) . (2)

Particular solutions, based upon particular choices of
the form of ¢, and o., are shown in Table II. The
Bosanquet-Pearson solution, for example, carries the
implicit assumption that?

D, «ux

D, xuz.

* Note that, in general, R:=Ri(z).
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Modeling urban air pollution

Equation (2) is the basis of most current air pollution
models for urban areas. There have been numerous
applications (see Tikvart® and Stern?), differing mainly
in the treatment of the source field, assignment of o,
and ., and whether or not short-range wind structure
is analyzed. It should be noted that the scale of air
pollution dispersion suggests the use of the asymptotic
form of equation (2), viz.,

C=Q/7r'a0'y0'z- (3)

Miller and Holzworth® are the principal exponents of
this approach. Bowne® has reported a digital simulation
of air pollution patterns over the State of Connecticut,
based on Equation (2). Hino? solved a coupled system
involving the two-dimensional diffusion equation and
the equations of motion (Navier-Stokes) in two dimen-
sions to handle the problem of topographical variations.
Interestingly, the grid square dimensions are usually
either 1 mile or 1 km in all investigations.

The basis of the urban modeling method, when using
Equations (2) or (3), is to employ experimental data as a

TABLE IT—Practical Solutions of the Diffusion
Equation for Air Pollution

(Case of Continuous Point Source in a Wind)

1. Sutton equation
oy /r=(1//2) Cya™, o./z=(1/7/2) Ca "
C=2Q/xCyCrua>™)
X exp {—2"*(y2/Cy)+(2*/C: A1} (I1.1)
Note: n

= 14 for neutral atmosphere, 14 for strong lapse,

14 for strong inversion

2. Calder equation
aﬂ/x ='\/§ (aku*)/uzl Uz =\/§ (ku*)/uz
C = (Qu=/2kaus?x?) exp {— (uz/kusxx)[(y/a)—2]} (I1.2)

Note: Not Gaussian!

3. Bosanguet-Pearson equation.
ou/2=q, oi/T=\/2p
C'=(Q/2* ruzpq =*) exp [—(y*/2¢*c*) — (h/pz)] (I1.3)
4. Modified Sutton equation
ny—1 n,—1
oy/z=/2 Cyz , 6/2=2Cx
C=(Q/2aC,Cousw ny+7.) exp [—15(y?/C22%2)] (I1.4)
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Figure 1—Typical pattern of pollution emission strengths.
Typical grid dimension is 1 mile square

means of assigning each grid square as a point source of
given emission strength (Figure 1). It is wasteful of
computer storage to maintain more than a few levels of
emission strength in the model (e.g., three levels in
Figure 1). Then the mean wind speed at a given direc-
tion is applied, together with assignments of ¢, and o,
based upon the model chosen, and concentration in a
given cell is computed as the resultant of the con-
tributions from other cells, above some predetermined
lower limit of concentratlon Figure 2 illustrates the
principle.

Day-to-day pollutlon control requires a somewhat
different approach. Here the problem is to produce the
pollution pattern (as in Figure 1) from moment-to-
moment measured data, then to apply (2) or other
predictor relation to obtain estimates of pollution
levels. Figure 3 shows the situation with respect to data
monitoring stations. With distance and position of
emission sources established with respect to wind
direction, it is feasible to estimate the concentration of
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Figure 2—Pollution isopleths resulting from applying dispersion
model to measured emission patterns
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Figure 3—Features of an emission monitoring system for air
pollution control. It should be noted that individual sources are
identified

a given pollutant at any position, if its stoichiometry is
known. For example, the use of fuel of known sulfur
content will produce a given amount of SO,. This is the
model described by Takamatsu ef al.,’® for air pollution
control in Osaka. Furthermore, Takamatsu’s model
considers a smaller scale than that of Bowne® or
Randerson,? and recognizes that the region near ground
level is subject to different meteorological patterns
than higher regions. This leads to consideration of a
separate layer, the “complete mixing zone,” where the
diffusion equation applies, the zone above being assumed
a perfect sink for pollutants. This also resembles the
“box model” of Lettau.™*

The so-called complete mixing zone has not been
identified formally with the famous “inversion layer,”
nor is the APCO definition of “mixing depth” the same
as the depth of this zone, necessarily. Indeed, the failure
to simulate inversion effects is one of the principal
embarrassments of simulation efforts to date. By
whatever definition, it is clear that a criterion for a
layer of finite depth is required. The only theoretical
basis for such a finite depth is the stability height of
Monin and Obukhov,?2 formalized in 1954 as

L= o (4)
k(g/To) (q/cop)

This is essentially equivalent to a normalization of
height against a Richardson-number eriterion. It
requires a knowledge of friction velocity us and heat
flux ¢, but this is not excessively demanding and the
present author believes that the stability height
deserves more use.

Special cases

Although “special,” these may be the cases of more
intense public interest. For example, the simulation of
smog dynamics is obviously unsatisfactory, for other-
wise the means of smog control would have found their
way into legislation instantly. The reaction kinetics of
smog processes has been deciphered with reasonable
confidence, but the physical influences—diurnal tem-
peratures and winds, air-water interactions, etc.—are
still mysteries. For example: What is the ultimate fate
of smog? No one knows.

The dynamics of smoke plumes has received intensive
study, and seems to be well understood (see for example
References 13, 14). This case is especially interesting
because it requires simultaneous consideration of the
equations of momentum, energy, and mass (Table I).
Practically no simplifications are available in the
general case, and this becomes a demanding exercise in
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computer simulation. Another feature of the smoke
plume problem is that it is a natural convection problem,
which fact invites the application of two-dimensional
analysis by combination of variables and computation
of stream functions; this approach has not been applied,
to date.

Future directions for air pollution simulation

The basic missing ingredient in air pollution simula-
tion is meteorological measurement. Emission measure-
ments, on the other hand, are fairly well advanced,
except that we still have not had the political ecourage
to pinpoint individual sources of strong emissions.*
This lack of measurement is surprising, because it
would be simple, and a series of brilliant experiments by
English scientists have provided ample verification of
the theory. The quantities that require measurement
are not in doubt.

The current programs in various cities provide masses
of data for regression analysis. However, these obviously
have application only locally, and only then for limited
periods of time. Thus, they cannot be used for predic-
tion except in a statistical sense, and they are useless
for control. To rectify this situation, it is merely
necessary to obtain data on the same basis that the
theoretical models are constructed. This calls for wind
speed and direction (at other points than just the local
airport!), and the wind and temperature profiles in
vertical direction. The “stability depth” must also be
established, but the other measurements will probably
make this automatic.

Chemical change in the atmosphere has received very
little consideration up to the present. Most simulation
experiments have been based on sulfur dioxide, over-
looking the fact that about three-fourths of the SO,
emitted to the atmosphere is converted to HoS0; which
israpidly removed by condensation. Thus (for example),
a downwind variation will probably yield inacecurate
conclusions about the diffusion coefficients, because
reaction is also a significant mechanism of pollutant
elimination. Smog pollution has prompted some impor-
tant studies of reaction kinetics, but the complexity of
smog reactions and the physical influences on smog
(moisture, sunlight, mountain barriers, ete.) make this
a very difficult subjeet. Thus, we are in the unfortunate
position of lumping chemical changes into diffusion
coefficients, which leads us to conclude that we must
obtain diffusion coefficients for each separate polluting
species. Most important of all, mechanistic models of
diffusion coefficients beecome meaningless.

* The Japanese, to their credit, have done this.

Reaction in the atmosphere should logically be
simulated by supplying a functional form for R, the
reaction rate. In the case of SO, and CO, this form may
be satisfied by a first-order assumption, i.e.,

R=—kg-C.

The literature contains a few values for kgso,, but they
vary over two orders of magnitude, which probably
points to the influence of moisture, associated fly ash,
sunlight, and possibly ozone. There is practically
nothing available for other gases. Alternatively, the
disappearance of gaseous species may be simulated by a
sink term (constant) in the diffusion equation, but no
investigators have reported this method.

In the case of particulates, there is loss by deposition.
This generally calls for inclusion of »(dC/dz) in the
diffusion equation, and a suitable boundary condition
at the earth’s surface, €.g.,

lim C(z, 2) = (Q/u)5(2)

as suggested by Calder.'s

Smoke plume simulation is seldom the sub;ect of
computer simulation. Nevertheless, plumes have been
studied extensively, because of their importance in
prediction of pollution from stacks. The situation is
very complex, combining the influences of fluid motion,
energy, and diffusion, so that analytical solutions are
not reasonable to seek. Csanady®®™ is the outstanding
investigator in the field; there is a useful review of the
subject by Brummage.® A {ypical mathematical
formulation of this situation for the case of vertical
plumes is given by

—(p )-I- - (pru) =0

2 o+ 2 orao) =r () oo 2 ()
12 p (5)

C,or

When written in eylindrical coordinates, which is
natural for vertical plumes, the use of analog computer
techniques is possible (see for example Reference 17).

3 9
P (prwd) -+ o (prud) =

SIMULATION OF WATER POLLUTION
DYNAMICS

General theory

The dispersion of pollutants in water is identical to
dispersion in air, at least in principle. The general
equations of transport (Table I) still apply.
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Figure 4—Dispersion of pollutant in the Potomac River as
function of time, 2.3 miles downstream of injection point?

However, measurements in waterways are somewhat
more difficult to obtain than measurements in air, and
we find that the diffusion equation is universally written
as ‘

2
o _,#C o

o o oz’

(6)

O’Connor'® seems to be the only investigator who has
applied two-dimensional modeling, although numerous
authors have recognized that the general model must
be multi-dimensional. The usual one-dimensional
expression obviously lumps lateral and vertical dis-
persion effects into the longitudinal parameters D and
@. Furthermore, the velocity @ is usually assigned as
the overall average,

a=Q/A

so that the burden on D is all the greater.

Despite the theoretical reservations that must
surround such a simplified model, it has been remark-
ably successful. The advantages of the model—two
parameters plus Gaussian form—are considerable,
because waterways do exhibit this form of behavior
(Figure 4).1°

The model according to Equation (6) may deseribe
either pollutant, expressed as BOD or COD, or dis-
solved oxygen (DO). In the case of DO, a suitable
boundary condition is required, usually

{dC/d2=kL(C*—C) };=o.

Sometimes, the right side of this expression is added to
Equation (6), implying that aeration of the waterway
is a homogeneous process; this is incorrect.

Equation (6) often requires addition of a reaction
term R. This may describe either reactive decay of the
dissolved pollutant or ““dead zones” describing imperfect
mixing, as defined by Krenkel.?

Lumped-parameter simulation

The simulation of real streams presents several
problems, especially those of tributary influx and the
mainstream velocity variation (meander). This has
led several investigators to consider that simulation by
lumped-parameter formulations is required, in order to
absorb all the distorting influences. The method has
been used for many years by individual industries to
describe dispersion of their pollutant discharges, but the
definitive formulation is given by Thomann? in the
following form:

Vi(8Ci/3t) = Qu[£:Cist (1—£) Ci]— Qupa[£uiaC:
'I" (1 _£i+1) Ci+1]+Ei(Ci_l—— CZ)
+Ei1(Ci—Cipn) +EVCi+4-P.. (7)

A good example of the application of this method is
reported by Hetling.?2 The method is obviously suitable
for analog simulation if the parameters are available,
or if the data are sufficient to permit extraction of the
parameters by potentiometer twiddling or formal
methods.?

The lumped-parameter method of simulation can
always be made to succeed if (and only if) the data
supply is sufficient to permit evaluation of the param-
eters. This is the great virtue of the lumped-parameter
method. On the other hand, the method contributes
nothing to theory, and the parameters cannot be
extended to other waterways or even to different
situations on the same waterway.

Stmulation of thermal pollution

Therinal pollution has emerged as a major problem
because our waterways will soon be saturated with heat,
if the present rate of growth is maintained. Nueclear
power plants are especially serious offenders in terms
of waste heat.

The dispersion of waste heat in waterways requires
consideration of the energy equation (Table I). In lakes
or ponds, or in well-behaved waterways, the simulation
may be based on straightforward application of the
energy equation, viz.,

aT /3t =V2-DT—u(3T/oz) (8)

However, the boundary conditions of thermal pollution
are difficult, because they must include the effects of
radiation, conduction, and evaporation at the waterway
surface:

(=D (3T/02) =h.(Teh—T%)
+h(To— T) +ke(P*—P) }z=0-
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The difficulty of defining waterway velocity, in all but
the simplest situations, has discouraged the use of this
formulation. Edinger? has used a linearized version,
lumping all boundary effects into a single coefficient of
exchange, for the case of a cooling pond. The nonlinear
radiation term may be avoided by simply specifying
the radiative flux, which may be taken as constant over
a given period.

Simulation is usually achieved by lumped parameters.
Jaske? has the principal body of work here, but
Yearsley’s work?® best represents the current thinking
of the federal water establishment. The federal govern-
ment has published a manual that suggests modeling of
thermal pollution by a simple first-order decay law.

Modeling of thermal pollution by two-layer repre-
sentations had some early success, but has been
neglected in recent years. The principle, obviously, is
based on considering a hot layer atop a cold layer;
this is a very reasonable model, as we have observed in
the laboratory. The only basic difficulty with the con-
cept is the necessity to describe the shear stress at the
two-layer interface, but this should be capable of
extraction by well-known methods if sufficient data are
available.

Estuarine salinity models

The dynamies of salinity exchange in estuaries is not
exactly water pollution dynamices, but is interesting
because (1) salinity exchange is a problem of differ-
ential densities, similar to thermal pollution, and (2)
some very fine work has been performed in this field
probably foreshadowing future developments in water
pollution.

For example, the development that Rattray? uses in
describing steady-state circulation in fjords is as
follows:

du ou 10 2 ou
- = = 1 2y — 4=
ué)x.+w 9z pox (p+22mu) + &z( 6z>
ap
=5, Tr=0

3 d
55 (Wb)+ o (wb) =0

W24 "—S—E(D aS) )

w— = .
iz 9z a9z 9z

Still required is a relation between density and salinity,

p(S) usually taken as a linear function. Then intro-

duction of stream functions and combined wvariables
vields (as usual) a nonlinear set that can readily be

resolved by computer methods. The number of param-
eters is formidable, but the results are promising.

Future directions for water pollution simulation

Techniques of water pollution simulation are essen-
tially at a standstill. This fact reflects the rapidly
improving water pollution situation, and the difficulty
of improving upon existing two- and three-parameter
models.

Thermal pollution is the one major area where the
problems are growing rapidly, and this is where simula~-
tion will probably be needed soonest. The available
correlations are not adequate, and recourse to methods
based upon the energy equation seems certain, sooner
or later.

We should probably expect no improvement in the
theory, in the foreseeable future. In contrast to the
atmosphere, which is vast enough to be described by
more or less general theory, waterways are highly
individualistic. The problem of meander is fundamental,
and it will resist simulation for some time to come, until
the need for understanding of our crowded waterways
on a short-range scale provides the stimulus.

CONCLUSIONS

Simulation of air and water pollution dynamies has
developed rapidly, but will probably experience no
outstanding developments in the 1970s. The theoretical
basis is satisfactory, and the current generation of
computers is entirely adequate for the task of simula-
tion.

The chief restrietions on the development of this field
are those of measurement. Neither air pollution nor
water pollution measurement programs, as presently
implemented in the U.8., provide sufficient data for
control or for generalizations that may be applied to
the nation’s urban areas.

In air pollution, the simulation of urban pollution
patterns (especially smog patterns) is moving steadily
forward. However, the present author is convineed that
several basic considerations are being neglected, which
could easily be repaired by attention to the theory so
painstakingly developed by foreign investigators. It is
difficult to resist the coneclusion that political con-
siderations outweigh the scientific considerations.

In water pollution, the theory ends with two-
parameter Gaussian dispersion models. All efforts past
this point have resort to linear, lumped-parameter
models. There is room for breakthroughs here, but there
is no particular impetus for them, so we should not
expect them in the 1970s. The one possible exception is
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thermal pollution, which may become a crisis item in
the 1970s.

Since Japanese cities have long since resorted to fuel
consumption regulation based upon modeling of air
pollution dynamies, it seems very logical to expect
similar considerations to be applied in the U.S. in the
foreseeable future, in both air and water pollution.

18 D J O’CONNOR
Journal San Eng Div ASCE 91 23 1965
19 L. W ROSS
Simulation 14 95 1970
T SAVILLE
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20 J R HAYS P A KRENKEL
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APPENDIX

SYMBOLS
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Parameter of Calder’s equation (Table II)

Area of waterway cross section; vertical
coefficient of turbulent velocity

Width of waterway

Concentration of pollutant species

Concentration of pollutant species in seg-
ment 7 (Equation (7))

Oxygen saturation concentration in water

Heat capacity

Diffusion-related coefficients of Sutton’s
equation (Table IT)

Diffusion coefficient of energy or mass in
water (z-direction)

Diffusion coefficients in respective directions

Turbulent exchange coefficient (Equation
(7))

Heat flux function

Gravitational aceeleration

Film coefficient of conduction

Film coefficient of radiation

Rate constant (Equation (7) only)

Evaporation film coefficient

Oxygenation film coefficient

Reaction rate constant

Monin-Obukhov stability height
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Ny, Nz

= 3%

B

T T OO

Uo
Use

Parameter (Table II)

Parameters (Table II)

Partial pressure of water vapor; static hy-
draulic pressure; parameter of Bosanquet-
Pearson (Table II)

Vapor pressure of water

Source term, segment z (Equation (7))

Heat flux (Equation (4)); parameter of
Bosanquet-Pearson equation (Table II)

Rate of pollutant emission

Pollutant flux in segment ¢ (Equation (7))

Radial dimension

Reaction rate

Richardson number

Salinity of waterway

Time

Temperature

Surface temperature

Veloeity in horizontal (z) direction

Mean velocity

Friction velocity, v'ro/p

Mean velocity in horizontal direction

Velocity in lateral (y) direction

Velocity in vertical (2) direction

Volume of segment 7 (Equation (7))

Cartesian coordinates

Roughness height

Parameter

Adiabatic lapse rate

Dirac delta funetion

Karman constant

Potential temperature

Reference potential temperature

Equilibrium potential temperature

Correction for flow in segment 7 (Equation
(7))

Density

Parameter

Standard deviations in the respective
directions

Shear stress

Shear stress at ground level






Programming the war against water pollution

by DEXTER J. OLSEN

International Business Machines Corporation
Kingston, New York

INTRODUCTION

In every communications medium, today, including
newspapers and magazines, television and radio, and
even in personal conversations, we are constantly
alerted to the problems of pollution. More often than
not, we are asked to do something about these problems.
Most of us are learning of little things we can do
individually, in our personal lives, to help reduce
pollution.

As for the bigger things, we tend to sit back and say
‘ ‘they’ should do something about them,” and in
saying ‘“‘they,” we are attempting to shift the burden to
either our legislators or the proverbial “George.” It is
the intent of this paper to explore what we in the com-
puter programming profession can do to assist in the
alleviation of our water pollution problems.

Many of those who have entered the programming
profession during the last few years, have frequently
come directly from the college environment and
increasingly are the products of specialized computer-
science curricula. Our older colleagues, on the other
hand, usually entered into programming as an out-
growth of, or even as an alternative to, other vocational
backgrounds. They represent various degrees of experi-
ence in mathematics, chemistry, finance, business,
physics, biology, engineering—the list is almost endless.
It is this group of people that I especially want to
address, because many of these disciplines that are
represented among us can be applied in some manner to
programming the war on water pollution.

It is not my intent to go very deeply into particular
phases of the problem at hand, but rather, to cover the
topic in a general way, talking about some of the things
that have been done to date, and pointing out some of

~ the things that have yet to be done, both in the way of
technical items, and in bringing the computer closer to
the engineer. It is hoped that in pointing out some of the
problems involved, that a few sparks may ignite in some
of your minds as to how your particular expertise, even
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though seemingly not associated with water pollution,
might be put to use, or at least combined with the
expertise of others, to assist in this battle.

BACKGROUND

For years a few dedicated souls and a very few
professions have been waging an uphill battle to try to
interest the legislators and the general public in the
need for action on this front. One of these professions
has been civil engineering and, more particularly, the
little known field of sanitary engineering. It is these
engineers who are responsible, through their training,
for the research and design of the facilities and struc-
tures which make the water we use fit for human needs,
and to cleanse our waste waters to an acceptable
tolerance before discharging them into a nearby river,
stream or lake.

With all the importance being attached to this subject
today and, after taking a look at the immense job that
lies ahead, it is discouraging to find how little the
electronic computer is being used in this battle.

Civil engineers were among the early users of com-
puters for the more mathematized disciplines, such as:
surveying, and the design of highways, bridges, and
buildings. Only recently, however, have they begun to
use computers in the areas requiring engineering
judgment and decision-making. Even at that, many
civil (and, especially, sanitary) engineers have been
slow in utilizing computers. To a large extent this may
be attributed to the fact that, unlike all too many
federal projects, where large amounts of taxpayers’
money always seem to be available, the sanitary
engineer, until recently, has had to work with the
rather limited funds from the loeal municipality, and,
therefore, has felt that he must stay with the tried and
proven methods of construction, treatment techniques
and methods of design, rather than take chances with
unproven innovations.
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TABLE I —~Volume of Construction Contracts (in millions of dollars)*

ACTUAL ESTIMATED
ITEM 1967 1968 1969 1970 1971 1972 1975 1980
Sewerage 1,179 1,386 1,415 2,050 2,500 3,250 3,950 6,125
Waterworks 970 887 980 1,090 1,200 1,350 2,125 2,750
TOTALS 2,149 2,273 2,395 3,140 3,700 4,600 6,075 8,875

Another feeling still prevalent today among many of
these engineers is that by turning their design problems
over to a computer they will lose control of their designs
and they will no longer bear their individualistic style.
In spite of our daily exposure to it the computer is
something that many others still cannot understand
and many are afraid of. Fortunately these fears are
being overcome slowly as the more adventurous
engineering firms begin to use computers.

In this country there are approximately 70,000 civil
engineers and only about 12,000 sanitary engineers.
Many of these people work within very small con-
sulting engineering firms that cannot afford the cost of
any but the smallest of computers, or must resort to
some form of time-shared computer use. Thus, the
economic circumstances have also contributed to this
slow acceptance of the computer. The advent of time-
sharing systems is helping to alleviate this problem.

SIZING THE JOB AHEAD

We are all aware by now that one of the principal
enemies of our country is pollution, and, aecording to
some, we have barely begun to scratch the surface as to
cleaning it up. But just how big is the job? The ultimate
costs are difficult to determine and at best are educated
guesses. It is a fact, however, that the volume of con-
struction for public water and sewerage facilities,
combined, in 1967 amounted to approximately $2
billion and by 1970 had reached about $3 billion. By
1980, this figure is expected to triple. At the beginning
of 1971, the backlog of new construction planning for
water and sewerage facilities was over $16 billion (see
Tables I and II). This latter figure represents in the
neighborhood of $400 million worth of actual design
work, of which 50-60 percent could be done on com-
puters if the proper programs were available.

This year the federal government, as well as many of
the states, has taken action to make even more money
available to local municipalities and sanitary distriets.
The construction trade journal Engineering News-

Record* states that “for the next two years, sewerage
construetion will set the pace for gains in water use and
control. The projected volume for 1972 is more than
double 1969’s dollar volume, and three and one-half
times 1966’s volume, yet it won’t be nearly enough to
bring river and stream pollution under econtrol. Annual
volume will have to redouble later in this decade to
accomplish that goal.”

TABLE II—Backlog of New Construction Planning
(in millions of dollars)* as of December 31

ITEM 1967 1968 1969 1970
Sewage 7,635 8,029 9,487 12,399
Waterworks 4,152 3,983 4,077 4,019

TOTALS 11,787 12,012 13,564 16,418

* As compiled by Engineering News-Record, see bibliography.

One segment of the economy that has not been
affected adversely during the recent recession has been
the design and planning of anti-pollution facilities. All
indications are that the volume of construction and the
necessary design and planning in this area will be main-
tained at even higher levels over the foreseeable future.

DISSECTING THE JOB

Before we look at what the unprogrammed needs of
the sanitary engineer are, we might do well to look over
his shoulder to see what he is doing now. The range of
problems he encounters might be categorized as follows:

1. Collection of data
2. Analyzation of the collected data
3. Population studies
4. Hydraulic studies

* “EN-R’s 96th Annual Survey,” Engineering News-Record,
vol. 186, no. 3, page 23, January 21 1971.
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5. Analyzation of existing facilities
6. Biological and chemical studies
7. Modeling of existing and proposed facilities
8. Hydrologic and water basin monitoring
9. Modeling of the body of water that will receive
the treatment plant effluent
10. Implementing of design concepts
11. Structural design implementation
12. Selection of equipment to meet the various
design criteria
13. Determination of operating costs
14. Process control
15. Planning and monitoring construction progress
16. Development of specifications
17. Estimating of construction costs
18. Development of detailed construction plans
19. Researching new treatment techniques.

Collecting and analyzing data

The data available in many instances today consists
primarily of operating records of existing treatment
plants. This data is adequate to meet the requirements
of the state health departments, but is not suitable for
providing meaningful information for use in designing
new facilities or adding to existing plants. More frequent
sampling and metering of incoming sewage and of
effluent discharges, as well as more adequate sampling
and metering of the receiving waters, are only some of
the additional data required. Of course, with more data
to collect and more data to analyze, adequate metering
and telemetering systems must be made available, as
well as sample-analysis systems. Means for adequately
analyzing this inereased volume of data must also be
developed.

Population studies

Before analytical or design studies for any particular
community can be started, population studies must be
made. With all the census information available today,
the problem of population studies is still quite a head-
ache. In any given community, population figures must
be broken down into quite a variety of districts for
numerous functions, such as: school distriets, voting
districts, electric power districts, water districts, sewer
districts, park districts, tax districts, and land zoning
districts. In many instances, the boundaries of each of
these types of districts do not coincide with any of the
others. A population model or analyzation system would
be much appreciated by the planners concerned with
each of these endeavors.

Armed with the proper tools and information to
establish the existing population within a given type of
district, the analyst may then merge information per-
taining to projected land use and other demographic
data to determine the population totals for which he
must design.

Modeling and stmulation

A bare beginning has been made in the way of
modeling existing and proposed treatment facilities. A
look at some of the modeling attempts may suggest
extensions that need to be done. Perhaps some of the
modeling and simulation work that has been done in
some other fields, such as chemical processes, might be
adapted for use with water and waste treatment
facilities.

Modeling of waterways

Models of flow in open channels, such as rivers,
irrigation waterways, and flood control channels have
principally concentrated on the flow, or even the dis-
persion of a pollutant, being distributed evenly over the
cross section of the channel. Two-dimensional or even
three-dimensional models need to be developed to help
understand the mixing action of pollutants. What
happens when these same pollutants are discharged into
a river emptying into a tidal water or directly into salt
water? There is known to be a “salinity wedge” that
moves in and out of the mouth of a river with the tides
and with the density of the constituents of the river
water. What effects will this salinity wedge have on the
dispersion of river water and its pollutants?

Little, if any, modeling or analysis has been done on
the so-called “‘conservative” pollutants (chlorides, non-
biodegradables, etc.) and their reactions, both biologi-
cally and chemically, and their mixing characteristics
in a receiving body of water. Models of the biological
and chemical reactions coupled in some manner with
hydraulic models need to be developed. In addition,
models may tell us what effect thermal pollution has on
the biological, chemical and mixing characteristics of
the river, lake or ocean. To make these models work,
more and better data must be collected, which em-
phasizes once more the need for adequate data acquisi-
tion systems.

Another area in which models can be useful is as a
guide in determining what data to collect, as well as
where and how much to collect. In this way the value of
the data may be determined prior to the collection
effort and detailed modeling studies.
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Modeling of treatment facilities

A start has been made in the modeling of waste
treatment facilities which will help a consultant in
determining the size and cost of certain treatment units.
Much more needs to be done to cover the spectrum of
possible treatment methods. Models to allow a con-
sultant to determine the best and least costly type of
treatment facilities for a particular municipality need
to be developed.

A comprehensive computer model can assist the
engineer in determining not only the best type of
treatment facilities for a given situation, but can also
help determine the environmental costs and benefits to
the affected geographical region. For instance, many
rivers serve as both a water supply source and a
dumping ground for waste disposal for a series of
communities. A model can assist engineers in studying
the effects the water usage has on the various com-
munities the river services, e.g., the costs, effects, and
recreational benefits on farmland, lakes, streams, air,
parks and general land use.

Models of the operating characteristics of a particular
plant would be helpful not only during the design stages,
but in helping to keep the plant operating efficiently
‘during later years. Such model studies could be tied in
to process control systems to run the plants. One of the
first computer-controlled municipal sewage treatment
plants is scheduled to go into operation in Nassau
County, New York, during the fourth quarter of this
year. Another is scheduled later for San Jose, Cali-
fornia.

However, as with most “firsts,”” these probably will
be rudimentary compared with those that will be
_constructed in the future. But two out of the thousands
of possibilities across the country make it apparent that
many more, with many more variations, must be
devised.

Many communities have either no treatment facilities
or have what is called “primary treatment” (gravita-
tional the removal of only the readily settleable solids).
As the various states establish more stringent anti-
pollution requirements, more and more communities
will be forced to go to more complex secondary or even
tertiary treatment (processes providing different degrees
of oxidation of the effluent resulting from the prior
treatment), which becomes much more critical in their
operating procedures. Computer control of these plants
will soon become a must, and some say it is already a
must.

Modeling of pipelines

With the ever increasing demands for more water,
many of the larger cities are having to go greater dis-

tances than ever before to obtain adequate supplies.
This means that long water transmission lines must be
built to transport the water. Such a pipeline may
require a number of pumping stations placed at intervals
along its length. The designer must determine the
number, frequency, and location of these pumping
stations along with determining the size (diameter) of
the pipeline. A computer model could combine these
variables with the possible variation in the number of
pumps on the line, the variable hourly demand for
water, and the storage facilities at the city to determine
the best arrangement of pumping stations and sizes of
pipeline. Optimizing the design could save the tax-
payers a lot of money. After completion of construetion,
computer control of the pumping stations could be
employed to maintain operating efficiencies. I have been
informed that very little programming has been done
in this area.

The problem of “water hammer”’, or hydraulic
transients, is of immense concern on large pipelines. A
sudden surge of pressure is created by the sudden closing
of a valve in the pipeline. In large pipes this surge of
pressure against the valve and the pipe walls can reach
amazing proportions. Being of a fluid nature, this
pressure wave bounces from end to end of the pipe until
it dampens out. The analysis of the water hammer
problem is a highly complex and specialized field of
study. As a result, ‘“rule of thumb” designs often prevail
and the pipeline is overdesigned. A computerized
simulation of this phenomenon that could be used by
the design engineer without a high degree of specialized
training would be of great benefit. This could lead to
better designs of pipelines, and less cost to the taxpayer.

Hydrologic monitoring

The monitoring of hydrologic and stream data for
entire water basins is still in its infancy. The Tennessee
Valley Authority and the Chicago Sanitary District
have both established programs of telemetering this
information in their respective watersheds. These data,
when combined with meterological data will enable us to
design better and more adequate flood control facilities
and may provide the basis for automatic control of the
facilities themselves.

Problem-oriented languages—Structural and
hydraulic design

Many programs have been written for structural
analysis and design of bridges and buildings using
structural steel shapes, but only a limited amount of
programming has been done for underground structures
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built of reinforced concrete, which is necessary for water
and sewage treatment facilities. The designers need a
problem-oriented language suitable for the non-
computer-oriented engineer to design beams, columns,
walls, cantilevered walls, troughs and a myriad of other
shapes that are possible with poured concrete. All these
must be coupled with application of various types of
loadings, such as: water pressure, earth pressure, weight
of equipment, etc. Ideally, design of reinforced concrete
structures by computer should be done in an interactive
mode on remote terminals. This would give the designer
the most flexibility in combining the many shapes to
fit the design criteria. Better yet, would be to allow the
designer to do his work on graphical display devices.

Civil engineers at the Carnegie-Mellon University
have recognized a need for a problem-oriented language
in the field of water resources technology. A pilot
language, HYDRO, has been made operational for a
segment of this field. A language, such as this, should be
developed more extensively and made available to the
engineering community.

Equipment selection and cost estimating

Today the designer of treatment plants makes a
selection of possible equipment to suit his given criteria
from a handful of possibilities that he is familiar with,
possibly neglecting other equipment more suited to his
conditions. A data bank of performance characteristics
and other information pertinent to the full range of
equipment used in treatment plants and pertaining to a
large number of manufacturers could assist these
designers. This information could also be used in
determining projected operating costs under a variety
of conditions. ,

Some progress has been made in assisting the engineer
in making construction cost estimates, but much more
could be done. One problem is the quantifying of the
numerous items that go into the construction of these
facilities. Another major problem is that of making
reasonable estimates of unit costs for each of these
items. With the costs varying from contractor to
contractor, with the fluctuations in the cost of labor,
with the general inflationary trend, and all of these
varying in the different sections of the country, a
consultant has a difficult time in keeping track of the
latest and most reasonable unit prices. This is especially
true when one considers that a consultant rarely has the
same type of job in the same section of the country with
a frequency such that the prices hold true from one
job to another. A national data base could be established
and be updated on a regular basis with latest prices as
bid by contractors on various types of jobs throughout

the country. This data base could be accessed by
consultants through the use of remote terminals.

Drafting systems

A number of papers have already been written on
establishing automated drafting systems and some of
the leading large companies are now working with the
first of such systems. Suffice it to say here that such
systems are also needed in the fields of civil and sanitary
engineering. However, due to the size of the companies
involved, these systems must be available at much
lower prices, and in a time-sharing mode, before these
consultants can make use of them.

Making application programs useful

Simply automating these problems for the engineer is
not enough. In the development of programs the
usability factor must always be kept in mind. A pro-
gram is almost worthless if the user finds the input
requirements too cumbersome or the output strange and
illogically presented. Under such conditions the
engineer will probably, and has been known to, revert
to his familiar manual methods.

In any printed output which the engineer must
utilize in his design work, the results must be in terms
that he will be able to readily use and understand. This
may seem elemental, but non-computer-oriented friends
have told me that more than a few times, when people
outside the profession (such as programmers who are
more oriented to other disciplines, mathematicians, ete.)
have produced analytical programs, the output is
presented in an academic or even unfamiliar manner.
Often the output does not reflect the way things are
normally done within the profession, and it causes
problems in understanding, together with creating a
distrust in the program as well as the programmer.

Similarly, I know that when a mathematician was
outlining the requirements of a study of the Ohio River,
he insisted that data concerning certain flow char-
acteristics of the river had to exist or the program could
not be written. In actuality, records which had been
kept did not contain such data because of the impracti-
cality of obtaining them. The practicing engineer had to
either do without it, or analyze around it. The mathe-
matician was so involved with theory that he could not
accept the impure practicalities of the situation.

In other instances, certain proprietary programs have
been obtained that output only part of the data required
for fully understanding the printed results.

What I am trying to say is this: learn to speak the
language and  fully understand the problems and
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idiosyncrasies of the job to be done. Simply automating
the procedure is not enough. This has been painfully
clear and exasperating to many housewives when they
receive their monthly billing from many department
stores. All they see on the bill is an amount of a purchase
and a department number. This information may be
fully adequate for the store, but the housewife (and
many of us husbands, for that matter) could care less
what the department number is. What is needed is the
date and a recognizable name of the purchased item,
as well as the price. While the programmer or systems
analyst planned the output for the accounting depart-
ment, he did not plan sufficiently for all the expected
end-users of that output. Again, simply automating the
procedure is not enough. A presentation meaningful to
the end-user must always be kept in mind. Merely
understanding the problem from a data processing
standpoint is not sufficient; we must strive to under-
stand more fully the language and the ramifications of
the problem at hand.

I have mentioned the difficulty that is generated
when inadequate or insufficient data is printed out or
displayed for.the end-user. In many technical problems
there is much data that could be included on the output
forms and often there is not enough space to show it all
conveniently. The programmer may select the data he
thinks is most important for the output. However, an
engineer may desire different data or a different output
format. Other engineers may desire still other data or
formats. A means should be developed to enable a user
of a program to tailor the data and formats to his own
requirements without having to reprogram the output
routines. This is especially true where the user is not a
programmer, or does not own the source code of a
leased program.

SUMMARY

I have discussed a number of specific areas, along with
some more general areas in which programming work
needs to be done to help get some of our pollution
problems solved. All of them have one overriding
premise, however. And that is that the use of com-
puters be made more practical for the non-computer-
oriented professional engineer, and that programs be
available at a reasonable cost. This means that terminal-
oriented time-sharing systems must be made easier to
use by the layman, and that libraries of these specialized
programs be made available, probably on a royalty-per-
use basis. Also, a carefully planned method of making
such programs available, as well as the means of
obtaining them, should be familiar to all concerned.
With some $400 million worth of design effort ($16

billion worth of water and sewerage treatment projects)
already backlogged and much more to come, the need
is now here for concerned people in the programming
profession to lend assistance to the battle against water
pollution in this country. A great many of us have
come to programming from other previous vocations,
and many of these vocations can have a bearing on
some facet of the problems facing the sanitary engineer.
It behooves us all to give serious thought to how our
various backgrounds can be applied to these problems.
By joining forces, we may be able to hasten the day
when we can hear that the water pollution problems are
under control.
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INTRODUCTION

In recent years it has been recognized by several ob-
servers that the techniques of mathematical program-
ming can be used to select a least-cost solution to the
problem of river quality maintenance. In general these
models have used the solution technique of linear pro-
gramming and considered one treatment alternative,
such as on site treatment or by-pass piping. Examples
of these models can be seen in Deininger,! Louchs,
ReVelle and Lynn? and Graves, Hatfield and Whin-
ston.? The use of these techniques has allowed, in a
theoretical context, large reductions in total treatment
costs in a river basin.

The procedure used in constructing river basin
models has been to divide the river into small sections
~and place constraints on the water quality at the end
of these sections. In all cases the water quality criteria
used is the level of dissolved oxygen concentration.
The level of dissolved oxygen at the end of the river
sections is calculated using the Streeter-Phelps equa-
tions or some later variation. Cost functions are then
estimated and a mathematical programming problem
of the following form is solved:

Minimize: The total cost of pollution abatement
structures

Subject to: Water quality in each section of river
better than some given set of quality goals

* This research has been sponsored by the Office of Water
Resources Research under Contract 14-31-0001-3080. The
authors are responsible for all possible errors.
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It is the purpose of this paper to present a model of
a river basin of the form suggested. We will consider
simultaneously the following treatment methods:

(1) Flow augmentation

(2) By-pass piping
(3) Treatment plants (regional and at polluter)

We also show that linear constraints, consistent
with the linear programming technique, are not appro-
priate when these treatment alternatives are considered.
Therefore, a nonlinear programming algorithm must
be used. Some details of this algorithm are discussed
and the model is applied to the White River Basin in
Indiana.

WATER QUALITY MEASURES

Water quality can be measured in a variety of ways.
The appropriate parameter or set of parameters mea-
sured depends on the intended use of the water.

Traditionally, water quality in rivers has been mea-
sured by looking at the level of dissolved oxygen con-
centration. This parameter has been used because of its
direct relationship with the type and quantity of living
organisms in a body of water. If the level of dissolved
oxygen should drop to zero the river is said to be
“septic.” In this condition only anaerobic organisms
can exist. These types of organisms rely on oxygen
which is in compounds rather than free oxygen which,
in the case of a septic river, is not available. In the
process of freeing the oxygen from compounds the
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anaerobic organisms produce by-products which often
cause the obnoxious odors and colors which appear in
polluted waters.

When effluent, such as common sewage, is dumped
into a river it creates additional demand for oxygen
over and above the demands of the existing living or-
ganisms. If this additional load is moderate then the
river can recover using the oxygen entering at the sur-
face. If the additional load is low enough it is possible
that the reduction in the dissolved oxygen concentra-
tion level will be aceeptable. However, if the additional
load is high the river may become septic before it can
recover, and if additional heavy loads are dumped into
the river as it proceeds downstream, it may never re-
cover, and in fact remain septic for its entire length.

The oxygen required for the oxidation of organic
matter is called biological oxygen demand or (BOD).
The dissolved oxygen concentration level is often
measured relative to the dissolved oxygen saturation
level of the water and is called the dissolved oxygen
deficit (DOD).

The level of the dissolved oxygen concentration in a
body of water is a function of the amount of oxygen
being absorbed at the surface from the air and the
amount being consumed in the water by the biochemi-
cal oxidation of organic material. Since, both the con-
sumption of the oxygen by organic material and the
absorption at the surface are not instantaneous reac-
tions, a sophisticated method of predicting the effect
of an organic material on the level of DOD after a
given period of time is necessary. The first successful
attempt to mathematically describe this relationship
was by Streeter and Phelps.* Their work has only been
slightly modified to this date. The model used was a set
of differential equations, given in (1) and (2).

Assume:

dbr/dt= Kby (1

ddy/dt = Kby — Kopdy, (2)

The terms used in (1) and (2) are defined as follows:

t=time of reaction (days)
Ky =rate of oxidation reaction (days)
(deoxygenation rate)
Ky, =rate of absorption of oxygen (days™)
(reaeration rate)
br=BOD concentration (mg/{)
dr=BOD concentration (mg/£)

Equations (1) and (2) are integrated to yield equations
(3) and (4).
by =b2C (3)
dk = Kkka[Cm —_ C2k:| +dkBC2k (4)

The terms K, Cy. and Cy, are defined in (5)-(7).

K=K/ (Ko— K) (5)
Clk =exp (—Klkt) . (6)
Cu=exp (—Kul) b

b® and dif are the values of BOD and DOD when
t=0.

This now enables one to predict the value of DOD at
some point in time after the introduction of a extra
load of BOD. If the body of water with which we are
concerned is a river, and if over a small segment of a
river the velocity of flow is assumed constant, then the
length of time that the reaeration and reoxygenation
reactions take place in that segment is a linear trans-
formation of the length of the segment. This is ex-
pressed in Equation (8).

t=(1/Vi)ae (8)

X is the length of the river segment and V; is the
velocity of flow assumed in that section.

Using the assumption of constant velocity, the values
of by and di can be interpreted as the values of BOD
and DOD at the end of river segment k. In equations
(3) and (4) they are written as a function of the initial
values of BOD and DOD, b® and di5, given values of
the parameters K, Ka, Vi and X for that section.

The use of the dissolved oxygen theory in the context
of river basin programming models has been influenced
by the desire of the researchers to maintain a set of
linear quality constraints. This linearity has been
maintained by two procedures. The first is to assume
the parameters Ky, Ko and Vi constant for a given
segment of the river.?

A second procedure used to maintain linearity is the
method first proposed by Thoman.* This approach
views the river as a black box where effluent is dumped
and dissolved oxygen levels are changed in some man-
ner unknown to the researcher. A matrix of so called
transfer coeflicients is generated in which each element,
a;, 1s the marginal effect of a change in the BOD level
in section j on the DOD in seetion <. This concept is
used in the programming models constructed by
Graves, Hatfield and Whinston® and Schaumburg.®

Both of these linear representations are fairly accu-
rate as long as the flow is not allowed to vary to a
significant degree. The reason for this restriction is
that it has been found that the level of the flow affects
the reaeration rate and the velocity of the flow in a
particular river segment. If this is indeed the case, and
the level of effluent flow is large relative to the river
flow, then the effect of the flow on the reaeration co-
efficient is not negligible as assumed in most program-
ming models. If we assume that the values of Ky and
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Vi are a function of flow, then from Equations (3) and
(4) we see that the values of di and b: can no longer
be represented as a linear combination of b;® and di%.
This in turn implies that any quality constraint formed
for use in a programming model will be nonlinear in
nature. _

We also note that if flow augmentation is to be used
as a treatment alternative, the level of flow will not
only affect the BOD and DOD conecentration by dilu-
tion, but also by altering the value of Ky. This points
to the necessity of having a programming algorithm
which can properly handle nonlinear constraints.

Equations (9) and (10) give the relationship be-
tween flow and velocity, and between flow and the re-
aeration rate assumed in our model.

Ko = guF (9)
Vi= kukz" ( 10)

The parameters gk, i, y» and 2, must be estimated for
each river section for a particular application of the
Streeter-Phelps equations.

It is important to note that the selection of dissolved
oxygen as the measure of water quality for the applica-
tion of our model does not imply that this is the only
standard which could easily be used.
RIVER BASIN MODEL

We will now formulate a simulation model of a river
basin which can be used in combination with the qual-
ity model discussed in the previous section to predict
the level of DOD at a finite number of points along a
river.

In order to construct the model the river is divided
into 7 sections. A new section begins where one of the
following occurs:

\

1. Effluent flow enters the river.

2. Incremental flow enters the river. (Ground
water, tributary flow, ete.) ,

3. The flow in the main channel is augmented or
diverted.

4. The parameters describing the particular river
change. ‘

Assume that there are s polluters and m treatment
plants in the river basin. Each polluter is able to pipe
effluent either directly into any segment of the river or
to any of the m treatment plants. Hach treatment
plant can in turn pipe to any of the # sections.

The system of pipes deseribed allows for the possi-
bility of by-pass piping and regional treatment plants.
The importance of by-pass piping as a treatment al-
ternative was demonstrated in the study of the Dela-
ware River done by Graves, Hatfield and Whinston.?

Fig. 1

The purpose of this method of treatment is to transport
waste from densely populated or industrialized regions
to low use areas to take advantage of the natural
treatment capabilities of the river. Regional plants
would be constructed to combine the wastes of two or
more polluters to take advantage of economies of scale
which exist in the production of treated wastes.

The water quality model, as discussed above, can
now be used in the form of Equations (3) and (4) to
calculate the value of DOD at the end of each of the
n river segments.

In order to use Equations (3) and (4) we must know
the values of BOD and DOD at the head of each sec-
tion. The concentrations, b8 and di?, are a weighted

" average of the concentrations of the flow of section

k-1 and all of the effluent, incremental and augmenta-
tion flows entering section k. These relationships are
expressed in Equations (11) and (12).

biB = [br_1Fr1+biAF A+ b EF B+ b it ] /P 1
AP = [dpsFrat+ A Fid+ PP+ P )/Fe - (12)

The terms Fy_y, Fi4, Fi¥ and F;! represent, respec-
tively, the flow from section k-1, augmentation flow in
section k, effluent flow in section & and incremental
flow in section k. The b terms represent the associated
BOD concentrations and the d terms the associated
DOD concentrations. See Figure 1 for an illustration
of a typical section.
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The effluent flow entering each river section will be
the sum of the flows coming from polluters directly
and from treatment plants. The BOD and DOD con-
centrations of these flows will be the weighted average
of the concentrations of all the flows. In turn, the BOD
and DOD conecentrations of the flows from treatment
plants will be a weighted average of all the flows enter-
ing that plant times the treatment levels.

Given the values of the BOD and DOD concentra-
tions at the polluters, the percentage of BOD removal
at each treatment plant and the values of the various
pipe flows the values of b2 and di® can be calculated
for any k. If £>1 the Streeter-Phelps equations must
be applied sequentially to all sections ¢, for which ¢ <k
to obtain by_s, dr_; and Fr_;.

The values of the incremental and augmentation
flows and their associated concentrations must also be
known. The value of Fi! will be some fixed constant
which will account for groundwater, small tributaries,
diversions for water supplies or industrial use or any
other fixed inflow or outflow. The augmentation flow
will be some functions of the size of the reservoir which
provides the necessary storage. In our model the aug-
mentation flow will be a variable flow available at the
sites of potential reservoirs in the basin. The cost asso-
ciated with the different levels of flow will depend on
the particular site. .

The river simulation model developed above will
now be integrated into a nonlinear programming model
which will provide, by means of the objective function,
a decision-making criteria to select least-cost treat-
ment abatement program for a given set of quality
goals. The simulation model is used, in the context of
the programming problem, to evaluate the water qual-
ity constraints. These constraints will be of the follow-
ing form:

dk—d—k—AdkSO ]G=1, n (13)

The value of dj is the DOD concentration at the end
of reach k and dj is the DOD concentration before any
structures other than existing structures are con-
structed. The values of Ad; contain the information
concerning the water quality goals of the society or
governmental unit who must decide which of the in-
finitely possible water quality standards is the ‘“right”’
one. For example, the values of Ad; could be set so
that 5 mg/ ¢ of dissolved oxygen must be maintained at
every section on the river. This is known as a uniform
river standard. Perhaps the river could be divided into
zones or regions, each having a different water quality
standard. An example of this, would be to maintain
higher water quality around cities for recreational use
and allow the river to deteriorate to a lower level of

dissolved oxygen in rural low use areas. The pattern of
quality demanded by any of these alternate schemes
can be reflected in the values chosen for Ad,. Many ex-
amples of these types of schemes can be seen in the
papers by Schaumburg® and Graves, Hatfield and
Whinston.?

A programming problem of the form discussed above
is formalized:

Minimize: TC = CP+4-CTP4-CE
where,

P=Total cost of all pipelines -constructed in
river basin.
CT™=Total cost of all treatment plants con-
structed in river basin.
CE=Total cost of all reservoirs constructed in
river basin.
Subject to: di—di<Ady,  k=1,n

In order to keep the mathematical representation

consistent with the physical reality two more sets of

constraints must be added to the programming model.
The first of these is to keep the total flow leaving a
polluter in pipes to treatment plants and river sections
equal to the total flow of effluent available at that
polluter. Another set of necessary constraints main-
tains consistent flow entering and leaving a particular
treatment plant.

The first n quality constraints are nonlinear in-
equality constraints. The flow conservation constraints
are linear and are equality constraints. The objective
function, which will be detailed in a later section, is
also nonlinear. This type of problem requires a general
nonlinear algorithm to obtain a solution. The algorithm
required will be discussed in.the next section.

NONLINEAR ALGORITHM

The algorithm employed for solving the nonlinear
programming problem of this paper is a general purpose
algorithm which solves problems of the form:

Subject to: g*(y) <0 1=1,m—1 (14)
Minimize: g™(y)
where ¥ is a vector in E”* and ¢*(y), =1, m, are con-
tinuous functions with continuous partial derivatives
defined on some open set. The vector y is assumed to
be bounded from above and below.

The method to be discussed here was originally de-
scribed by Graves.® The method can also be used as a
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second order procedure as presented by Graves and
Whinston.® This paper will be limited to the discussion
of the algorithm as it was used to solve the large scale
water pollution problem deseribed in the previous sec-
tions. A theoretical proof of convergence will be pre-
sented elsewhere.

The algorithm to be described is stepwise in nature.
Starting with some point ¥’ in the domain of the func-
tions, a direction Ay’ and a scalar k are determined and
a new point ¥+ is calculated.

yH‘l = y?-l—kAyJ (15)

The vector Ay?is also a vector in E*,

The object of making the step to y+! is to either re-
duce the value of the objective function, if %7 is a
feasible solution to the nonlinear programming prob-
lem, or obtain a ‘“‘more feasible” solution to the non-
linear pboblem, if %7 is an infeasible solution. The
phrase “more feasible” is interpreted in terms of the
algorithm to mean ‘“‘reduce the value of SUPG’’, where
SUPG is defined to be: .

SUPG =Max{g(y) | g°(y?) 20}

or alternatively stated:
SUPG=¢"(y’)

where w is the index of the most infeasible constraint.
If y7is a feasible solution to (14), then SUPG=0.

The completion of the determination of Ay’ and £,
and the calculation of y#+! will complete what will be
known in the paper as the j+41th nonlinear iteration.
Each nonlinear iteration will consist of several local
linear programming problems to determine Ay’. The
solution of each one of these linear programming prob-
lems will complete what will be known as a linear
iteration, .

For the purpose of our exposition the nonlinear itera-
tion will be divided into two major parts. The first is
the determination of Ay’ as a solution to a parametric
linear programming problem. The second is the deter-
mination of k.

Since we have assumed that the functions ¢*(y?),
1=1, m, are continuous, and have continuous partial
derivatives on some open set D, the following approxi-
mation theorem can be used:

Let Vg?(y?) be the gradient of ¢?(y?) at the point y’,
where y7 is a member of a closed bounded subset E of
the open set D. ' ‘

Then, ‘

7 (Y + Ay?) = g (%) + Vg (y9) T Ayi+ R (Ay?)

where

limit Ri(Ay?)/ | Ay?| =0
Ay!—-0
uniformly for y’ e E.

The direction of improvement for nonlinear iteration
j+1 is obtained from the function above by estimating
the term R*(Ay’), and solving the associated local
linear programming problem.

Subject to:

Vgi(y) T Ay < ~gi(y?) —hr
(16)
Minimize:
Vg (y)) T Ay’

The r% term is the estimated error for the 7th equa-
tion during the j-+ 1th nonlinear iteration. The value of
ri is determined during the nonlinear iteration using
Equation (17) '

rii=gi(y 1+ Ay) —gf () = Ve (y) Ty (17)

where k is implicitly assumed to be one. The absolute
value of 7% is used for the linear programming problem.
This is required for the purpose of the convergence
theorem.

The parameter k will be adjusted in the course of the
nonlinear iteration. The value of & is greater than, or
equal to zero, and is estimated from the length of the
previous step. The role of & in the linear and nonlinear
problem will be discussed in detail later in this section,
as will the estimating procedures used to obtain £.

The linear programming problem (16) can be treated
as a parametric programming problem with k as the
modifying parameter and can be written in tableau
form as illustrated in Tableau I.

Tableau I
e , eV, T,
| v - &) - =Y !
“Fn-1 ng-l()"j )T = Sm-l(yd) - E"m-l’j Zm-1
), | o) - &fod) - EM - 5,
(V)3 -V - &y
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The vectors Ay’ and » are nzl. The members of vector
Ay? are the primal variables, and the members of vector
v are the slack variables of the dual problem. The vector
of the dual variables is

x"=[x1, ve ey xm_lj
and the vector of the primal slack variables is
2T=[21,... 2m1]

&, is the value of the primal objective function and &,
is the value of the dual objective function. The labels
(VBYV),and (VBYV), are respectively the values of the
current basic primal variables and the basic dual vari-
ables. The labels (BV), and (BV), are the basic vari-
ables associated with the given values.

From the duality theorem of linear programming
there are three possible termination conditions to the
local linear programming problem.

(A) There exists an optimal feasible solutlon to the
primal and dual problems.

(B) The constraints for the primal problem are in-
feasible and the dual problem is unbounded or
the constraints of the dual problem are in-
consistent.

(C) The primal problem is unbounded and the dual
problem is infeasible.

The initial solution in the domain of the functions
g*(y9), i=1, m, is not required to be a feasible solution
to the nonlmear problem stated in (14). As was dis-
cussed above, if %7 is not a feasible solution to (14),
then SUPG > 0. If y7is a feasible solution to (14), then
SUPG =0. The goal of each nonlinear iteration is either
to reduce the value of the objective function g™(y7), or
move closer to feasibility, which is interpreted to mean
reduce the value of SUPG.

The case of nonlinear infeasibility will usually imply
that the local linear problem (16) will be infeasible for
any Ay’in the e region around y’. In this case Vg (y’) T Ay’
is chosen as the objective function and a linear pro-
grazaming problem such as (18) will be constructed.

Subject to:

Vgr(y) TAYy < —gv (yd) —kred

Minimize:

peH

Vgl(y) T Ay’ (18)
where
= {2 | Vg'(y)TAy< —g*(y?) —krii for some